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ABSTRACT: Herein, we propose a conceptually innovative approach to investigating reaction mechanisms. This study demons-
trates the importance of considering explicitly the effects of large amplitude motions, aside from the intrinsic reaction coordinate,
when tuning the free energy landscape of reaction pathways. We couple the path collective variables method with DFT-based
enhanced sampling simulations to characterize the associative mechanism of the hydrolysis of the methyl phosphate dianion in
solution. Importantly, energetics and mechanistic differences are observed when passing from the potential to the free energy
surface.

Traditionally, chemical reaction mechanisms are unraveled in
terms of stationary points of potential energy surfaces

(PESs) and their harmonic environment.1 It is then straight-
forward to recover the free energy differences using standard
statistical thermodynamics equations in the rigid rotor/harmonic
oscillator approximation. Such calculations provide an order-
parameter-free description and allow researchers to study con-
certed mechanisms, providing reliable reaction rates. However,
even simple chemical reactions can experience anharmonic
effects that influence the range of applicability of such approa-
ches. While small anharmonic effects experienced by semirigid
systems can be effectively considered using perturbative approa-
ches,2 proper consideration of large-amplitude motions for large
systems is much more involved. Conversely, molecular dynamics
(MD)-based free energy calculations can deal with arbitrarily
large amplitude motions. However, such calculations are usually
carried out using simple geometrical descriptors. Subsequently,
complex free energy landscapes must be split into separated
steps, preventing accurate investigation of multievent mechan-
isms. Here, we apply anMD-based approach that can identify the
free energy landscape using a single collective descriptor. This
approach continuously captures the complexity of concerted
multievent reaction mechanisms. We use this novel approach to
identify the free energy landscape of the associative mechanism
of a phosphoryl transfer reaction, using methyl phosphate dia-
nion hydrolysis as a prototypical case study. Our approach
reveals energetics and mechanistic features of this important
reaction with unprecedented detail.

Phosphoryl transfers are ubiquitous in biology since they
represent the crucial chemical process of many metabolic path-
ways. The hydrolysis and subsequent transfer of phosphates is
efficiently catalyzed by a huge number of enzymes involved in

energy production, replication of genetic material, biosynthesis,
and protein control mechanisms.3,4 One possible phosphoryl
transfer mechanism displays an associative transition state (TS).
Here, the nucleophilic attack precedes the departure of the
leaving group, which leads to a phosphorane-like TS geometry.
This mechanism can be concerted (ANDN, see Scheme 1) when
stable intermediates are not identified along the reaction path-
way. In the past few decades, there has been significant computa-
tional and experimental effort to elucidate the different mecha-
nisms of phosphoryl transfer in vacuo, in solution, and in
enzymes.5-11 However, the energetics and mechanistic details
are still under active investigation.5-11 As a paradigmatic case
study, here we focus on the ANDN mechanism of the methyl
phosphate dianion hydrolysis, shedding further light on the
mechanistic details related to the reaction’s free energy profile.

We have performed a detailed description of the reaction’s free
energy landscape, coupling for the first time the path collective
variables (PCVs) method12 with ADMP (atom-centered density
matrix propagation)13 available in G0914 for DFT-based MD
simulations, which is similar to the Car-Parrinello scheme15 in a
localized basis set. The integration time step adopted was 0.2 fs. A

Scheme 1. Concerted Associative Mechanism (ANDN) for
Phosphoryl Transfer
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canonical ensemble was enforced by a stochastic rescaling
thermostat16 with a period of 50 fs. Solvation effects were
accounted for using a C-PCM model,17 one of the implicit
solvation approaches which have been reported to reproduce
experimental results well for these kinds of reactions.6,10,18 The
PLUMED package19 was implemented in a special stand-alone
version to add enhanced sampling (ES) capabilities to the G09
program. In this way, the ADMP module could perform the
umbrella sampling (US) and steered-MD needed to depict the
free energy landscape of the reaction in question. Importantly,
the PCVs approach simultaneously considers proton transfer
(PT) events, dipole moment reorientation, and conversion of
the scissile phosphate along the reaction with a single collective
variable.

The model system was formed by the methyl phosphate and
the nucleophilic water molecule. The PCVs method aims to find
low energy pathways that connect reactants and products. It
requires an initial guess path in terms of Cartesian coordinates.
Thus, we first identified a reactive path for the ANDNTS that was
obtained by B3LYP calculations in continuum solvent, fol-
lowed by intrinsic reaction coordinate (IRC) calculations
initiated from the TS imaginary frequency.20 This provided
the reactants-to-products pathway on the PES (Figure 1). The
reaction mechanism was characterized by a very compact TS,
in which the lengths of the forming (OW-P) and breaking
(OP4-P) bonds were 1.88 Å and 1.89 Å, respectively. The
water molecule was already fully deprotonated in the TS, while
the HW2 proton was fully transferred to the oxygen OP1 of the
scissile phosphate (OP1-HW2 = 0.97 Å and OW-HW2 =
2.79 Å). Overall, the phosphorane-like TS geometry resembled
the typical SN2-like mechanism that characterizes the con-
certed ANDN associative mechanism, with no intermediate
along the reaction path (Scheme 1). The activation energy was
about 49 kcal/mol.

The ANDN pathway found on the PES was then used as a
starting guess for the reaction mechanism for subsequent PCVs/
ES calculations carried out on the free energy surface (FES).
PCVs consist of two collective variables (S and Z) that describe
the progression along (S), and the distance from (Z), the reaction
pathway in terms of mean square deviations measured on a few
key atoms involved in the reactivity.21 These atoms are the most

representative of the chemical reaction, while the remaining atoms
are neglected. This choice was verified a posteriori by checking
that the neglected atoms were correctly averaged out during the
simulations (see the Supporting Information, SI). Then, steered-
MD and US calculations, coupled with PCVs, were performed to
identify the reaction pathways on the FES.

After a preliminary B3LYP/ADMP-based 1D-US run along S,
we performed a more detailed bidimensional (2D) adaptive US
to capture the difference between the starting IRC-based path
and the simulated one (see SI). A total of 190 ps of sampling in
both S and Z variables was carried out to determine a pathway of
the reaction on the FES.22 The reconstruction of the 2D FES
(Figure 2) was performed using the fitting procedure originally
developed by Maragliano and Vanden-Eijnden.23 In particular,
we adopted the version recently modified by Monteferrante
et al.24 Figure 2 includes the projection of the IRC pathway in S
and Z (light green line), which lies on a narrow channel at low
values of Z. Only a couple of kilocalories per mole separated IRC
from a wider region at lower energy, which indicated alternative
pathways on the FES. To further refine the FES, we performed
steered-MD along the S variable. A confining wall over Z allowed
the system relative freedom to relax onto the new pathway, while
preventing the system from escaping the reactive region.25 A set
of frames was then extracted from the steered-MD trajectory.
This set represented a novel guess path for subsequent PCVs/ES
calculations. Further 2D US simulations were then performed, as
previously described (see ref 22 and the SI). The newly sampled
region is shaded gray in Figure 2 and magnified in the upper
panel. This indicates the location of the FES associated with the
novel reaction path with respect to the original IRC. The resul-
ting free energy projected over S and Z showed almost vertical
isolines (upper panel of Figure 2), which indicated that the new
reference path was lying in a wider, low, free energy pathway, and
allowed for a meaningful 1D projection (Figure 3A). Here, we
point out that currently our approach does not account for
quantum effects, although they are estimated to be negligible for
the reaction under study.10

Figure 1. Reaction mechanism as extracted from TS optimization and
IRC calculations. Bond distances are in Å. Green shadowed atoms are
used for tracing the PCVs. Figure 2. FES in S and Z for the first umbrella sampling run (bottom

panel). The shaded gray region represents the sampled region with the
second US, whose FES in the new S and Z is magnified in the upper
panel. The projection of the IRC pathway on S and Z is displayed in light
green. Negative values of distance Z are due to its definition,12 as a result
of a negative logarithm whose argument can be larger than one.
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The energy changes observed along the path could be ascribed
to five consecutive structural events generated by different
relevant components in the gradient plot (see Figure 4). When
S ∈ [1, 10] (region 1), the nucleophilic water approached the
scissile phosphate, and the distance P-OW was markedly
shortened without any apparent energetic penalty (Figure 3A,
B). In the interval S ∈ [10, 13] (region 2), proton HW2 was
transferred from the water to OP1, which led to a barrier of∼10
kcal/mol on the FES (Figure 3, PT1 in panel A and E). This
barrier is in agreement with that reported by Flori�an and
Warshel.10 A decrease of the nonbridging oxygen lengths
P-OP2 and P-OP3 (Figure 3D), together with a lengthening
of the bridging P-OP1 bond, was also associated with this event.
In principle, PT1 could also happen on OP2 or OP3. Therefore,
we disclosed three degenerate pathways for this key event. Our
calculations showed that this degeneracy did not significantly
affect the free energy profile, since it accounted for a negligible
change of∼0.2 kcal/mol (see the SI). At S ∈ [13, 19] (region 3),
the slope of the free energy profile changed, showing a contin-
uous increase of 15 kcal/mol. This was mainly due to the HW2-
OP1 dipole reorientation with respect to the phosphate dipole,
which facilitated the nucleophilic attack of the hydroxyl ion,

otherwise unlikely. To further investigate the role of dipole reori-
entation, we carried out a gradient analysis versus the reaction
variable S (see Figure 4).

This pointed to the driving components in the mean force,
when moving from the reactants to the products. As far as the
dipole reorientation was concerned, we could consistently ob-
serve that the torsion angle HW2-OP1-P-OP4 showed the
highest contribution in region 3.

At this point, the phosphate inversion was due to the
concerted change of P-OW and P-OP4 bond lengths, and
OP4-P-OP1 and OP1-P-OW angles (Figure 3B,C). The
associative TS geometry is represented by an “ensemble” of
structures in Figure 3A. In the TS, the lengths of the forming
(OW-P) and breaking (OP4-P) bonds were 1.94 Å and 1.98 Å,
respectively. The geometrical features of the TS identified on the
FES still pointed to a concerted associative mechanism. When
S ∈ [22.5, 29] (region 5), a late PT facilitated the leaving group
departure (see Figure 3, PT2 in panels A and E).

The main difference with the FES-TS when compared to the
PES-TS was the orientation of the proton HW2, which here
pointed toward the leaving group. The HW2 PT1 and the subse-
quent rotation of HW2 around the P-OP1 bond is a necessary
preliminary step; this key event was fundamental to inducing the
nucleophilic attack of the hydroxide ion with a favorable dipole
interaction. In addition, the forming and breaking bonds were
∼0.1 Å longer in the FES-TS when compared to those identified
in PES-TS. This difference was well captured in the More
O’Ferrall-Jencks (MOFJ) plot, which, in Figure 5, is reported
for a set of configurations along the minimum free energy
pathway obtained via US and steered-MD. Remarkably, both
US and steered-MD showed a less associative character for the
methyl phosphate hydrolysis on the FES, compared to that
identified on the PES via IRC. In particular, as shown in Figure 5,
steered-MD captured the concerted nature of the mechanism,
although it overemphasized the less associative character of the
nucleophilic attack to the phosphate. The estimated free energy
barrier was 43 ((0.7) kcal/mol, in good agreement with the
experimental value of 44-47 kcal/mol. The free energy asso-
ciated with this barrier was about 6 kcal/mol less than the PES
activation energy. With these simulations, we have shown that
effects related to the intrinsic anharmonicity of the FES can

Figure 3. (A) 1D free energy profile over S (the progress of the reac-
tion). The transition state is also displayed in ball-and-stick representa-
tion. (B-E) Behavior of the relevant structural features during the reac-
tion. The TS region is highlighted in yellow.

Figure 4. Absolute values of the projection of the gradients of relevant
degrees of freedom over the gradient of the path variable S suitably
normalized. Degrees of freedoms showing high values play a pivotal role
in the reaction progress. This pattern was used to define the five regions
as shown also in Figure 3. This partitioning scheme could be in principle
applied to other chemical reactions.
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indeed change a reaction’s TS in terms of structure and ener-
getics with respect to a TS identified on the PES.

In summary, we have herein reported an innovative approach
to the study of reaction mechanisms. Complementing traditional
investigations on the PES, our approach focuses on the reaction’s
FES, highlighting and quantifying the smoothing effects of
thermal energy on pathways identified initially on the PES. We
have shown this to be true even for simple reactions, such as
methyl phosphate hydrolysis. In this respect, the present meth-
odology can be seen as extending the standard static calculations
for a saddle point search toward methods that allow a direct sam-
pling of the phase space of a chemical reaction, including its entropic
effects. For instance, this approach could be very helpful in studying
enzymatic reactions. In addition, it could be instrumental to better
understanding linear free energy relationship experiments, which
measure the change in reaction rates as a response of a different
leaving or attacking group. Finally, from a mechanistic standpoint,
the present study has offered a detailed understanding of the key
factors that regulate the associative mechanism of a phosphoryl
transfer reaction, including the proton shuttle required for a more
proficient nucleophilic attack and departure of the leaving group.
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ABSTRACT: Molecular dynamics (MD) simulations based on the generalized Born (GB) model of implicit solvation offer a
number of important advantages over the traditional explicit solvent based simulations. Yet, in MD simulations, the GB model has
not been able to reach its full potential partly due to its computational cost, which scales as ∼n2, where n is the number of solute
atoms. We present here an ∼n log n approximation for the generalized Born (GB) implicit solvent model. The approximation is
based on the hierarchical charge partitioning (HCP) method (Anandakrishnan and Onufriev J. Comput. Chem. 2010, 31, 691-706)
previously developed and tested for electrostatic computations in gas-phase and distant dependent dielectric models. The HCP uses
the natural organization of biomolecular structures to partition the structures into multiple hierarchical levels of components. The
charge distribution for each of these components is approximated by a much smaller number of charges. The approximate charges
are then used for computing electrostatic interactions with distant components, while the full set of atomic charges are used for
nearby components. To apply the HCP concept to the GB model, we define the equivalent of the effective Born radius for
components. The component effective Born radius is then used in GB computations for points that are distant from the component.
This HCP approximation for GB (HCP-GB) is implemented in the open source MD software, NAB in AmberTools, and tested
on a set of representative biomolecular structures ranging in size from 632 atoms to∼3 million atoms. For this set of test structures,
the HCP-GB method is 1.1-390 times faster than the GB computation without additional approximations (the reference GB
computation), depending on the size of the structure. Similar to the spherical cutoffmethod with GB (cutoff-GB), which also scales
as ∼n log n, the HCP-GB is relatively simple. However, for the structures considered here, we show that the HCP-GB method is
more accurate than the cutoff-GB method as measured by relative RMS error in electrostatic force compared to the reference (no
cutoff) GB computation. MD simulations of four biomolecular structures on 50 ns time scales show that the backbone RMS
deviation for the HCP-GB method is in reasonable agreement with the reference GB simulation. A critical difference between the
cutoff-GB and HCP-GB methods is that the cutoff-GB method completely ignores interactions due to atoms beyond the cutoff
distance, whereas the HCP-GB method uses an approximation for interactions due to distant atoms. Our testing suggests that
completely ignoring distant interactions, as the cutoff-GB does, can lead to qualitatively incorrect results. In general, we found that
the HCP-GB method reproduces key characteristics of dynamics, such as residue fluctuation, χ1/χ2 flips, and DNA flexibility, more
accurately than the cutoff-GBmethod. As a practical demonstration, the HCP-GB simulation of a 348 000 atom chromatin fiber was
used to refine the starting structure. Our findings suggest that the HCP-GB method is preferable to the cutoff-GB method for
molecular dynamics based on pairwise implicit solvent GB models.

1. INTRODUCTION

Atomistic molecular dynamics (MD) simulations can be used to
study biomolecules where experimental investigation is expensive
or infeasible.1-6 However, the duration and system size for such
simulations are limited by the computational cost of long-range
electrostatic interactions, which, without further approximations,
scales as∼N2 whereN is the total number of atoms.7-10Wedo not
consider coarse-grained approximations here, which are in general
less accurate than atomic-level approximations.11

Historically, the first approximation widely used in the context
of molecular dynamics (MD) to speedup the computation of
long-range interactions was the spherical cutoff method. The
simple spherical cutoff method treats atoms within a cutoff
distance exactly while ignoring all other atoms.12,13 The spherical
cutoff method can however produce many artifacts such as
spurious forces or artificial structures around the cutoff
distance.14-16 The particle mesh Ewald (PME) method was
developed to address the shortcomings of the spherical cutoff
method and has become the de facto “industry standard” for

explicit solvent MD. The PME imposes an artificial periodic
boundary condition where a central cell containing the molecule
of interest is assumed to be surrounded by an infinite array of
images of the central cell. With this assumption, the long-range
interaction, which decays slowly with distance, can be repre-
sented as the sum of two fast converging series;one in real space
and the other in Fourier space.17-20 Another explicit solvent
method, the fast multipole method,21-23 was tested for biomo-
lecular simulations but has not been widely adopted, most likely
due to its algorithmic complexity and instabilities caused by
discontinuities inherent in the method.24 In general, all three of
these methods scale as∼N logN, whereN is the total number of
atoms in the system including the solvent atoms.

Realistic simulations require that the biomolecular structure
be immersed in a solvent, typically water with ions. Implicit sol-
vent models, such as the generalized Born (GB) approximation,
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analytically represent the solvent as a continuum.25-50 An
important benefit of implicit solvent simulations is that con-
formational space is sampled faster due to the reduction of
solvent viscosity.51,52 Other benefits include instantaneous di-
electric response from the solvent due to changes in solute charge
state, and the elimination of “noise” in the energy landscape due
to small variations in solvent structure.53 Consequently, implicit
solvent models are often used for applications where it is
important to explore a large number of conformational states,
such as for protein folding,54 replica exchange,55 and docking
simulations.56 However, the functional form for the most widely
used practical implicit solvent model for MD, the GB model,
scales as ∼n2, where n represents the number of solute atoms
only. (n < N where N refers to the total number of atoms,
including solute and solvent atoms, used for explicit solvent
computations, while n refers to the number of solute atoms only,
used in the implicit solvent computations.) One approach for
reducing computational cost is to apply the spherical cutoff
concept to the GB implicit solvent model, i.e., ignore interactions
and computations involving atoms beyond a cutoff distance. We
refer to this approach as the cutoff-GBmethod. Such an approach
can reduce computational cost to∼n log n. However, the cutoff-
GBmay suffer from the same shortcomings as the spherical cutoff
method, such as spurious forces and artificial structures around
the cutoff distance. Although there are studies based on the
successful use of the cutoff-GBmethod,34,57 we are not aware of a
large scale systematic study that examines the effect of the cutoff
on the accuracy of the GB model. To the best of our knowledge,
the GB model has not been used with the PME or the fast
multipole methods, most likely because the functional form of
the GBmodel does not easily lend itself to the Ewald transforma-
tion used by the PME method or the multipole expansion used
by the fast multipole method.

We present here an ∼n log n GB approximation that retains
the simplicity of the cutoff-GB approximation, while in most
cases beingmore accurate for the set of test structures considered
here. Moreover, our testing demonstrates that the method
presented here more accurately reproduces important character-
istics of dynamics compared to the cutoff-GB method. Our
approach is based on the hierarchical charge partitioning
(HCP) approximation developed by us previously.58 To approx-
imate long-range electrostatic interactions, the HCP uses the
natural organization of biomolecules into multiple hierarchical
levels of components, as illustrated in Figure 1;atoms (level 0);
nucleic and amino acid groups (level 1); protein, DNA, and RNA
subunits (level 2); complexes of multiple subunits (level 3); and
higher level structures such as fibres and membranes. The charge
distribution for components above the atomic level are approxi-
mated by a much smaller number of charges. For components
that are distant from the point of interest, these approximate
charges are used in the computation of electrostatic interaction,
while the atomic charges (level 0) are used for nearby compo-
nents (Figure 2). The greater the distance from the point of
interest, the larger (higher level) is the component used in the
approximation of electrostatic interactions. In our previous
study, we have shown that this approximation scales as ∼n log
n for biomolecular structures. The HCP concept is used here to
reduce the computational cost of each of the three∼n2 computa-
tions in the GBmodel;the computation of electrostatic vacuum
energy, solvation energy, and the so-called effective Born radii;
to ∼n log n.

The remainder of the paper is organized as follows. In the
Methods section, we briefly review the GB implicit solvent model
and describe how the HCP concept is applied to the implicit
solvent GB model (HCP-GB). The HCP-GB method was tested
using a set of representative biomolecular structures ranging in

Figure 1. Example of the natural hierarchical partitioning of a chromatin fiber. (a) The fiber is made up of 100 nucleosome complexes. The individual
nucleotide groups in the fiber are represented as red beads and amino acid groups as gray beads. (b) Each complex (level 3) is made up of 13 subunits
with the segments of DNA linking nucleosome complexes being treated as separate subunits. A complex is shown here with each subunit represented in a
different color. (c) Each subunit (level 2) is made up of 49-142 groups. The linker histone subunit is shown here with the groups colored by the type of
amino acid. (d) Each group (level 1) is made up of 7-32 atoms (level 0). A histidine amino acid group is shown here with atoms represented as small
spheres and covalent bonds between the atoms represented as links. The atoms are colored by the type of atom. The total fiber consists of approximately
3 million atoms. The fiber was constructed as described inWong et al.59 The images were rendered using VMD.60 For clarity, only 10 of the 13 subunits
are shown in a and b.
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size from 632 atoms to 3 016 000 atoms with absolute total charge
ranging from 1 to 21 424 e. The accuracy, speedup, dynamics, and
conservation ofmomentum and energy are discussed in the Results
section. In the Conclusion section, we summarize our finding and
discuss the applicability of HCP-GB to practical MD problems.

2. METHODS

A short description of the GB implicit solvent model is
included below, followed by a detailed description of how the
HCP approximation is used to reduce the computational cost of
the GBmodel from∼n2 to∼n log n. Also included in this section
is a description of the structures and protocols used for testing
the HCP-GB method.
2.1. Generalized Born (GB) Implicit Solvent Model. The

electrostatic energy of a system, Eelec, in the presence of a solvent
can be approximated by the GB implicit solvent model61 as

Eelec ¼ Evac þ Esolv ð1Þ

Evac ¼
Xn
i

Xn
j> i

qiqj
rij

ð2Þ

Esolv � -
1
2

1-
1
εw

� �Xn
i

Xn
j

qiqj

½r2ijþBiBj e
ð- r2ij=4BiBjÞ�1=2

ð3Þ

where Evac and Esolv are the electrostatic vacuum and solvation
energy, εw is the dielectric constant of the solvent, qi and qj are the
charges of atoms i and j, rij is the distance between the atoms, and Bi
andBj are their effective Born radii. For the purpose of this work, we
consider the following Coulomb field approximation for the
effective Born radius, Bi, as implemented in NAB (or Amber):62

1
Bi

� 1
Ri
-

1
4π

Z solute

jrikj>Ri

1

jrikj4
dV ð4Þ

where Ri is the intrinsic radius of charge i, rik is the distance from i to
any point k in the solute volume, and

R
|rik|>Ri

solute dV is the volume
integral over the volume occupied by the solute (the cavity formed
in the solvent by the solute) excluding the volumeof the atom i itself.
2.2. HCP-GB;An n log nGBApproximation. Note that the

computation of electrostatic vacuum energy Evac in eq 2 and
solvation energy Esolv in eq 3 both scale as∼n2. In MD software

that implements the GB implicit solvent model, such as Amber,62

analytical pairwise approximations for computing the effective
Born radii Bi in eq 4 also scale as∼n2, unless further approxima-
tions are made. The HCP concept is used to reduce the
computational cost for each of these computations to ∼n log
n, as described below.
2.2.1. n log n Approximation for Electrostatic Vacuum

Energy. The previous HCP study58 describes in detail the ∼n
log n approximation for computing electrostatic vacuum energy
Evac. The key concepts from the study are summarized here.
Biomolecular structures are naturally organized into multiple
hierarchical levels as illustrated in Figure 1 for a chromatin fiber.
Atoms are at the lowest level (level 0); groups of atoms form
amino and nucleic acids (level 1); protein, DNA, and RNA chains
made up of these groups form subunits (level 2); multiple
subunits form complexes (level 3); and multiple complexes join
together to form larger structures such as fibers and membranes.
The HCP approximates atomic charges within each of the
components above level 0, by a much smaller number of charges
(1 or 2). For the one-charge approximation for a component, the
approximate charge is placed at the “center of charge” for the
component with a charge value equal to the net charge of the
component. For the two-charge approximation, the two approx-
imate charges are placed at the “center of charge” of the positive and
negative charges with charge values equal to the total positive and
negative charges, respectively. The center of charge is calculated in a
manner similar to the center of mass when the total charge is
nonzero.58 When the total charge is zero, the component does not
contribute to the approximate computation and is ignored.
The HCP then uses these approximate charges for computing

electrostatic interactions beyond predefined threshold distances
(Figure 2). For example, consider a structure consisting of four
levels, 0-3, see Figure 3. A separate threshold distance, h1, h2, and
h3, is defined for levels 1, 2, and3, respectively. For complexes (level
3) farther than h3 from the point of interest, the approximate
charges for the complex are used in the computation.Otherwise, for
subunits (level 2) within the complex that are farther than h2, the
approximate charges for the subunit are used in the computation.
Otherwise, for groups (level 1) within the subunit that are farther
than h1, the approximate charges for the group are used in the
computation. Finally, individual atomic charges are used in the
computations for charges within the level 1 threshold distance h1.
This top-down algorithm results in ∼n log n scaling based on
assumptions generally consistent with realistic biomolecular sys-
tems. Consider a hypothetical structure consisting of n atoms such
that, for any given atom, there are k atoms (level 0) within the level
1 threshold distance h1, k groups (level 1) between h1 and the level
2 threshold distance h2, k subunits (level 2) between h2 and the
level 3 threshold distance h3, and so on. Such a structure can be
represented as a hierarchical tree with each internal node repre-
senting a component with k nodes immediately below each internal
node, and with a total of n leaf nodes representing the atoms. The
computational cost of theHCP algorithm for such a structure scales
as∼n log n. For a more detailed description, refer to the previous
HCP study.58 This previous study also showed that for the
computation of electrostatic vacuum energy, Evac, in eq 2, the
relatively simple HCP approximation can be comparable in
accuracy to themore complex particlemesh Ewald (PME)method
and more accurate than the simple spherical cutoff method.
2.2.2. n log n Approximation for Solvation Energy. To

reduce the computational cost of solvation energy, Esolv, in
eq 3 from∼n2 to∼n log n, we first define a component effective

Figure 2. The HCP threshold distance. For the first level of approxima-
tion shown here, groups within the threshold distance from the point of
interest are treated exactly using atomic charges (level 0), while groups
beyond the threshold distance are approximated by a small number of
charges (level 1). The distance to a group is computed from the point of
interest to the geometric center of the group.
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Born radius, Bc, for components above the atomic level. The
component effective Born radii, Bc, are then used to approximate
the contribution of distant components to the solvation energy of
atom i instead of the effective Born radii, Bj, of the individual
atoms within these distant components.
To derive a simple functional form for the component effective

Born radius, Bc, we consider the limit of rij, ricf0, where rij is the
distance from atom i to atom j ∈ c and ric is the distance from
atom i to component c. Let Eic

solv represent the contribution of
component c to the solvation energy of atom i.

Esolvic ¼ -
1
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1
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For the one-charge HCP approximation, qc is the net charge of
the component, and the sum in the above equations is over all the
atoms in the component. For the two-charge approximation, two
separate component effective Born radii are computed, one for
each of the two approximate charges, i.e., one for the positively
charged atoms and another for the negatively charged atoms. In
this case, qc represents the total positive or negative charge and
the sum is over the positively or negatively charged atoms,
respectively.
In this work, we also considered two alternatives to eq 9 for

component effective Born radii. One approximation, by Arch-
ontis and Simonson39 developed in the context of a coarse grain
model, defines the equivalent of the component effective Born
radius as the harmonic average of its constituent atomic Born
radii weighted by the square of atomic charges. The resulting
expression is similar to eq 9 except that the constituent atomic
Born radii are weighted by atomic charges. Another approach is
to use the analytical approximation for effective Born radii
defined by eq 10 described below, with i representing a compo-
nent c instead of an atom, and j 6¼ i replaced by j ˇ c. We
examined these alternatives (results included in Appendix A.1)
and found that on average the approach described above by eq 9
is more accurate, although in some specific instances, one of the
other alternatives can be more accurate. We have therefore
chosen to base all further analysis on eq 9 but note that future
work may lead to better approximations.
2.2.3. n log n Approximation for Effective Born Radii Bi. To

compute the integral in eq 4, the Coulomb field approximation
for effective Born radii Bi, we will consider here one commonly

Figure 3. Illustration of the HCP approximation. Biomolecular structures are naturally organized into multiple hierarchical levels of components;
complexes, subunits, groups, and atoms;as represented by the tree structure shown here. Approximations are used for computations involving distant
components, while exact atomic computations are used for atoms within nearby groups. The HCP algorithm proceeds from the top level down to the
lowest level to determine the level of approximation to use. The level of approximation used is determined by the distance of a component from the point
of interest compared to the threshold distance for the level of the component;h1, h2, and h3 for levels 1, 2, and 3, respectively.
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used approximation to eq 4. However, the main idea can be
applied to any volume based approximation for computing
effective Born radii. In the specific approximation considered
here, the integral in eq 4 is computed over the volume occupied
by individual atoms, ignoring overlaps between atoms and spaces
between atoms that are inaccessible to the solvent.44 For the case
where the atoms i and j do not overlap, this analytical approx-
imation computes the effective Born radius Bi as

1
Bi

� 1
Ri
-
X
j 6¼ i

Rj

2½r2ij -R2
j �
-

1
4rij

log
rij þRj

rij -Rj

" #
ð10Þ

The computation of effective Born radii using the above approx-
imation scales as ∼n2. The HCP approximation can be used to
reduce the computational cost of the above equation to∼n log n,
as follows. We define a component radius Rc for a component c
which can be used to approximate the contribution of distant
components to the effective Born radius of an atom, replacing the
computations involving the individual atoms within the compo-
nent. Then, using the HCP approach described in section 2.2.1
above, the effective Born radius Bi for atom i can be approximated
in ∼n log n computations.
To derive a simple expression for component radius Rc, we

consider the limit of rijf ric, where rij is the distance from atom i
to atom j ∈ c, and ric is the distance from atom i to component rij.
For distant components c, let Bic be the contribution of the atoms
j∈ c, to the effective Born radius of i. Bic can be approximated by a
truncated Taylor series expansion of eq 10 as

1
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where C is a constant. Interestingly, Rc is the radius of a sphere
with the same volume as the sum of volumes of its constituent
atoms, which is what one may intuitively expect. On the basis of
the simple and intuitive nature of the expression for Rc, we
conjecture that the form of eq 14 is independent of the specifics
of eq 10. For a distant component c, the component radius Rc is
used in eq 10 in place of Rj and ric in place of rij for atoms j ∈ c.
Higher level components are used in the computation of effective
Born radii Bi for more distant components such that computa-
tional cost scales as∼n log n, as described in section 2.2.1 above.
2.2.4. n log n Approximation for Solvation Forces. The

solvation force on an atom i, Fi
solv, is computed as the derivative

of the solvation potential φi
solv using the chain rule, as follows:
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where φij

solv is the solvation potential contribution of atom j at
atom i, Fij

solv is the corresponding force contribution, εw is the
dielectric constant of the solvent, rij is the distance between
atoms i and j, qi and qj are the atomic charges, and Ri and Rj
are the intrinsic radii. Here, ∂Bi/∂rij is the derivative of the
effective Born radii (eq 10). For distant components, compo-
nent intrinsic radii and component effective Born radii are
used in the above equations instead of the atomic intrinsic radii
and atomic effective Born radii. Using the HCP approach
described in section 2.2.1 above, solvation forces can then be
approximated in ∼n log n computations.
2.3. Test Structures and Protocols. To assess performance

of theHCP-GBmethod in the context of molecular dynamics, we
implemented the method in NAB, the open source molecular
dynamics (MD) software in AmberTools v1.3.63 The HCP
implementation in NAB is scheduled to be released with Amber-
Tools v1.5, for general use. In some sense, NAB is a minimal
version of the production Amber MD software62 and is particu-
larly well suited for experimentation unlike the highly optimized
but also more complex production version. NAB however does
use the same force fields and implements the same GB implicit
solvent methods and options as the production Amber code. For
the purpose of this study, we used the commonly used OBC GB
model (IGB = 5 in Amber65).
Performance in both accuracy and speed was evaluated relative

to the reference GB computation without any additional approx-
imations (reference GB). We also compared the HCP-GB
method to the same GB implicit solvent model with a spherical
cutoff (cutoff-GB). The cutoff-GB method ignores all interac-
tions beyond a cutoff distance for the computation of electro-
static energy and effective Born radii in eqs 1-3 and 10. Our
previous study58 had compared the electrostatic vacuum energy
and forces computed by the HCP method to the particle mesh
Ewald (PME) explicit solvent method. However, to the best of
our knowledge, the GB implicit solvent model has not been
implemented for the PME method in readily available molec-
ular dynamics software. Therefore, a similar comparison for the
HCP-GB method was not performed here.
The HCP-GBmethod was tested on a set of eight representative

biomolecular structures ranging in size from 632 atoms to 3 016 000
atoms with absolute total charge ranging from 1 to 21 424e
(Table 1). The Hþþ server (https://biophysics.cs.vt.edu/Hþþ)
was used to add missing hydrogens to these structures.64
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The HCP threshold distances were chosen such that, for a
given atom within a given test structure, the exact atomic
computation (level 0) is used for interactions with other atoms
within its own and nearest neighboring groups (level 1), as
illustrated in Figure 2. To satisfy this condition, threshold
distances hl are calculated as hl = Rl

max þ 2 � R1
max where l is

the HCP level, Rl
max is the maximum component radius at level l,

and R1
max is the maximum group (level 1) radius, for a given

structure. The HCP threshold distances thus calculated for each
of the test structures are shown in Table 1. These are the
suggested conservative defaults for these and other similar
structures. The HCP-GB level 1 threshold distance for a given
structure is also used as the cutoff distance for the cutoff-GB
computations. Unless stated otherwise, these threshold and
cutoff distances were used for all of the testing described in the
Results section.
Four metrics were used to measure the accuracy of the

approximate methods: relative error in electrostatic energy
(relative energy error) ErrE, for vacuum, solvation, and net
electrostatic energy, and relative RMS error in electrostatic force
(relative force error) ErrF, calculated as

ErrE ¼ jEapprox - Eref j=Eref ð22Þ

ErrF ¼ Errrms=Favg ð23Þ

Errrms ¼ ½
Xn
i¼ 1

jFapproxi - Frefi j2=n�1=2 ð24Þ

Favg ¼
Xn
i¼ 1

jFrefi j=n ð25Þ

where Eapprox is the energy calculated using an approximation,
Eref is the energy calculated using the reference GB computation
without cutoffs or the use of HCP, Errrms is the root-mean-square
(RMS) error in force for the atoms in a given structure, Favg is the
average force, and Fi

approx and Fi
ref are the force on atom i

calculated using the approximate and reference GB computa-
tions, respectively.
Speedup was measured as CPU time for the reference (no cut-

off) GB computation divided by the CPU time for the approx-
imation tested.a All testing was conducted on Virginia Tech’s
System X computer cluster (http://www.arc.vt.edu) consisting
of 1100 dual core 2.5 GHz PowerPC 970FX processors with 4

GB of RAM, running the Apple Mac OS X 10.3.9, and connected
by 10 Gbps InfiniBand switches. Where possible, testing was
performed using a single CPU (a single core of the dual core
processor) to reduce the potential variability due to interpro-
cessor communication. However, due to the large memory
requirements for the neighbor list used by the cutoff-GBmethod,
it was not possible to run the cutoff-GB computation for
structures larger than 200 000 atoms using a single CPU in
the test environment described above. Therefore, 16 CPUs were
used for the 475 500 atom virus capsid and 128 CPUs for the
3 016 000 atom chromatin fiber. For comparison on an equal
footing, the reference GB computations and the HCP-GB
computations were also performed with the same number of
CPUs. When multiple CPUs were used, the CPU time for the
longest running CPU was used to calculate speedup. To limit the
run time for the reference GB computation to a few days,
speedup was calculated for 1000 iterations of MD for structures
with <10 000 atoms, 100 iterations for structures with
10 000-1 000 000 atoms, and 10 iterations for the structure
with >1 000 000 atoms. To make the results representative of
typical simulations involving much larger numbers of iterations,
the CPU time excludes the time for loading the data and initiali-
zation prior to starting the simulation. Note that the speedup
may vary with the computing system characteristics, such as
interprocessor communication network, number of processors
used, processor architecture, memory configuration, etc. A
detailed analysis of the effect of these characteristics on speedup
is beyond the scope of this study, which focuses on the algorithm.
The following parameters and protocol were used for the

simulations, unless otherwise stated. The threshold distances
used are listed in Table 1. 6-12 van der Waals interactions for
the HCP-GB were computed using only the atoms that are
within the level 1 threshold distance, i.e., atoms that are treated
exactly. The simulations used the Amber ff99SB force field.67

Langevin dynamics with a collision frequency of 50 ps-1

(appropriate for water) was used for temperature control, a
surface-area dependent energy of 0.005 kcal/mol/Å2 was added,
and an inverse Debye-Huckel length of 0.125 Å-1 was used to
represent a 0.145 M salt concentration. A 1 fs time step was used
for the simulation with the nonbonded neighbor list being
updated after every step. Note that updating the nonbonded
neighbor list less frequently will improve the speedup of the
cutoff-GB method; however, the speedup of the HCP-GB
method can also be improved similarly by updating com-
ponent radii and charges less frequently. For simplicity and for

Table 1. List of Representative Structures Used for Testinga

threshold dist (Å)

structure PDB ID size (atoms) |charge| (e) cutoff dist (Å) h1 h2 h3

10 bp B-DNA fragment 2BNA 632 18 21 21 n/a n/a

immunoglobulin binding domain 1BDD 726 2 15 15 n/a n/a

ubiquitin 1UBQ 1231 1 15 15 n/a n/a

thioredoxin 2TRX 1654 5 15 15 n/a n/a

nucleosome core particle 1KX5 25101 133 21 21 90 n/a

microtubule sheet b 158016 360 15 15 48 n/a

virus capsid 1A6C 475500 120 15 15 66 n/a

chromatin fiber c 3016000 21424 21 21 90 169
aUnless stated otherwise, the cutoff and threshold distances listed here were used for all testing. bThemicrotubule sheet was constructed as described in
Wang and Nogales.66 cThe chromatin fiber was constructed as described in Wong et al.59
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comparison on an equal footing, the nonbonded neighbor list
and component radii and charges are updated after every step.
Default values were used for all other parameters. The simulation
protocol consisted of five stages. First, the starting structure was
minimized using the conjugate gradient method with a restraint
weight of 5.0 kcal/mol/Å2. Next, the system was heated to 300 K
over 10 ps with a restraint weight of 1.0 kcal/mol/Å2. The system
was then equilibrated for 10 ps at 300 K with a restraint weight of
0.1 kcal/mol/Å2, and then for another 10 ps with a restraint
weight of 0.01 kcal/mol/Å2. Finally, all restraints were removed
for the production stage.

3. RESULTS AND DISCUSSION

We examined a number of characteristics of the HCP-GB
method that are important for molecular dynamics;accuracy,
speed, dynamics, and conservation of energy and momentum,
which are discussed below.
3.1. Accuracy. Figure 4 shows the accuracy for the one- and

two-charge HCP-GB methods compared to the cutoff-GB
method. For the test structures considered here, the values of
the two components of electrostatic interactions;vacuum and
solvation energies;as calculated by the HCP-GB method are
significantly more accurate than that of the cutoff-GB method
(Figure 4a and b). For the net electrostatic energy and force, the
relative improvement provided by the HCP-GB is significant for
the smaller structures and decreases with structure size
(Figure 4c and d). For the largest structure considered here;
the 3 million atom chromatin fiber;the relative energy error for
the HCP-GBmethod is slightly higher than that of the cutoff-GB
method. Preliminary analysis suggests that the larger HCP-GB
error for the chromatin fiber may be due to the negligible
contribution of very distant components to the net energy

computation, even though the individual vacuum and solvation
components may be large. Small errors in the estimation of these
individual components can result in a large relative error in net
electrostatic energy. Thus, ignoring the contribution of these
distant components, as the cutoff-GB method does, may actually
decrease the error in total energy as defined by the above metrics.
However, as our examination of key characteristics of dynamics
in section 3.6 below shows, the single point net force and net
energy error metrics presented above are too crude to unam-
biguously differentiate between the expected performance of the
cutoff-GB and HCP-GB methods in the context of molecular
dynamics. For example, one can expect the cutoff scheme to
neglect a roughly equal number of pairwise interactions of
roughly equal magnitude but of opposite sign. The resulting
cancellation of error in total electrostatic energy can be deceptive.
As we shall see later in section 3.6, neglect of charge-charge
interactions clearly manifests itself by producing artifacts in
dynamics.
3.2. Speedup. Figure 5 shows that the speedup for the one-

charge HCP-GB and cutoff-GB methods are comparable,b while
the two-charge HCP-GB is slower. Surprisingly, the cutoff-GB
method is slower than the one-charge HCP-GB method for the
three million atom chromatin fiber. We speculate that this is
because the NAB implementation of the cutoff method does not
scale well with system size due to the additional memory access
required for the large neighbor list used by the method.
As noted earlier, unlike the production pmemd module of

Amber 8, NAB is not highly optimized. However, on the basis of
the run times for a 0.1 ns simulation of the nucleosome core
particle (1KX5), compared to an equivalent simulation by Ruscio
and Onufriev,68 we estimate that NAB v1.3 is only about 1.5
times slower than the production pmemdmodule of Amber 8 on
Virginia Tech’s System X computer cluster described above.
3.3. Tradeoff between Speed and Accuracy. For a given

structure, the speed and accuracy of the HCP-GB method
depends primarily on two parameters: the number of charges
used to approximate the components and the threshold dis-
tances. As seen in Figures 4 and 5, on the basis of net energy and
force metrics, the two-charge approximation is more accurate but
slower than the one-charge approximation. Figure 6 shows that
increasing the threshold distance improves accuracy but reduces
speed. However, as our analysis of key characteristics of dynamics
(section 3.6) shows, the single-point error metrics, based on net
energy or force, used above may not provide a complete measure

Figure 4. Accuracy of the HCP-GB and cutoff-GB methods relative to
the reference GB computation without cutoffs. Accuracy is computed as
the relative error in (a) vacuum, (b) solvation, and (c) net electrostatic
energy, and (d) relative RMS error in electrostatic force, for the one-
charge and two-chargeHCP-GB and the cutoff-GBmethod. Connecting
lines are shown to guide the eye.

Figure 5. Speedup for the HCP-GB and cutoff-GB methods relative to
the reference GB computation without cutoffs. Threshold and cutoff
distances used for the different structures are listed in Table 1. Con-
necting lines are shown to guide the eye.
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of correctness in the context of molecular dynamics. The optimal
choice of parameters depends on the structure and problem
under consideration. For the purpose of this study, we have
chosen conservative threshold distances (Table 1) such that for
any given atom, atoms within its own group and immediately
neighboring groups (level 1) are treated exactly, as described in
section 2.3. It is possible that shorter than default threshold
distances may be acceptable for specific applications, but we
suggest that the decision to use shorter threshold distances be
made on a case-by-case basis. For example, the two-charge HCP-
GB simulation of immunoglobulin binding domain (1BDD)
remains stable when the level 1 threshold distance is reduced
from the recommended 15 Å to 10 Å, but the protein quickly
unfolds when the threshold distance is further reduced to 5 Å.
3.4. Accuracy of theHCPApproximation for Effective Born

Radii. We tested the HCP based approximation for effective
Born radii on a typical structure used in this context, thioredoxin
(2TRX). Figure 7 shows that for this structure, the HCP-GB
approximation with a threshold distance of 15 Å is slightly more
accurate than a cutoff based approximation with a 15 Å cutoff
distance. The overall RMS error in effective Born radii relative to
the reference GB computation without cutoffs is 0.0058 Å for the
one-charge HCP-GB, 0.0017 Å for the two-charge HCP-GB, and
0.0557 Å for the cutoff-GB method.
Both the HCP-GB and the cutoff-GB introduce two sources of

error into the total electrostatic energy, relative to the no-cutoff
reference. One is the approximations to effective Born radii, and
the other is the approximations to the electrostatic interactions.

The relative impact of these two sources is shown in Table 2.
Clearly, for the spherical cutoff, the error in effective Born radii is
the dominant source of error in the total electrostatic energy. The
use of the HCP-GB approximation for effective Born radii can
reduce this error by an order of magnitude. Whether these errors
in effective Born radii will have a material impact on dynamics
depends on, among other factors, the relative magnitude of the
errors inherent in the approximation used to compute effective
Born radii in the reference model. Nevertheless, the improve-
ment in the accuracy of effective Born radii using the HCP
approximation, compared to the cutoff approximation, comes at
little or no additional cost and should therefore be used instead of
the cutoff approximation.
3.5. Stability in MD Simulations. To test the stability of the

HCP-GB algorithm, we ran 50 ns MD simulations of the immu-
noglobulin binding domain (1BDD), ubiquitin (1UBQ), a 10 base-
pair fragment of B-DNA (2BNA), and thioredoxin (2TRX). Figure 8
shows the backbone RMSdeviation from the crystal structure for the
simulations, which are summarized in Table 3. These results suggest
that the trajectory for the cutoff-GB and HCP-GB methods are
generally in reasonable agreement with the reference GB simulation.
For 1BDD, the one-charge HCP-GB trajectory shows RMS devia-
tions similar to the cutoff-GB trajectory but substantially larger than
the two-charge HCP-GB or the reference GB trajectories. This
example emphasizes how subtle errors in charge-charge interactions
can result in qualitatively different conformational dynamics. On a
practical level, it suggests that the one-charge HCP-GB may not be
appropriate for the simulation of small flexible structures, such as
1BDD, where small inaccuracies in the potential can lead to large
structural deviations over the course of the trajectory. For such
structures, we recommend the two-charge HCP-GB.
The above simulations were run with a Langevin collision

frequency of 50 ps-1 for thermal coupling. We also performed,
for the same set of structures, 10 ns simulations with the thermal
coupling reduced to 0.01 ps-1 (results not shown). As expected,
these simulations resulted in an enhanced sampling of conforma-
tional space, as was seen by more frequent excursions in RMS
space. The weak Langevin coupling simulations were in general
agreement with the simulations that used strong Langevin
coupling. For example, for 1BDD, the two-charge HCP-GB
and the reference GB simulations exhibited similar RMS devia-
tions from the starting structure, while the one-charge HCP-GB
and cutoff-GB resulted in much higher RMS deviations toward
the end of the respective trajectories.
3.6. Detailed Characteristics of the Simulation Dynamics.

An important qualitative difference between the HCP-GB

Figure 6. Tradeoff between (a) accuracy and (b) speed for the 158 016
atom microtubule structure. Cutoff and level 1 threshold distances are
varied from 10 Å to 20 Å. Level 2 threshold distance is 48 Å. Connecting
lines are shown to guide the eye.

Figure 7. Accuracy of effective Born radii approximations. Effective
Born radii for the 1653 atoms of thioredoxin (2TRX) are calculated
using the one-charge HCP-GB, the two-charge HCP-GB, and the cutoff
based (cutoff-GB) approximations and plotted against the reference GB
computation without cutoffs.

Table 2. Relative RMS Error in Total Electrostatic Energy for
Thioredoxin (2TRX) Due to Different Approximations of
Effective Born Radiia

relative RMS error in total electrostatic energy

energy calculated with

effective Born radii

approximated using cutoff no cutoff

cutoff 0.50% 0.49%

1-q HCP 0.05% <0.01%
aRMS error is calculated relative to the reference GB computation.
Cutoff and level 1 threshold distances of 15 Å were used for these
computations.
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method and the cutoff-GB method is that the cutoff-GB method
completely ignores the effect of all charges beyond the cutoff
distance, while the HCP-GB method approximates the effect of
distant charges. We believe that ignoring these distant charges
can, under many circumstances, lead to qualitatively different,
and incorrect, results. Consider for example the RMS fluctuation
in the position of residues;a characteristic of internal dynamics
of the structure. To quantify the overall difference in fluctuation
for all residues compared to the reference GB simulation, we
compute the RMS difference in RMS fluctuation for the 50 ns
simulation of the four structures described in the Stability section
above. For the structures tested here, the RMS difference in fluc-
tuation (Table 4) indicates that on average both the one-charge

and two-charge HCP-GB simulations are in better agreement
with the reference GB simulation than the cutoff-GB method.
The differences in RMS fluctuation from the 50 ns simulation of
thioredoxin are highlighted in Figure 9.
Similarly, consider the χ1 angles for the functionally important

CYS-32 of thioredoxin and THR-7 of ubiquitin (Figure 10). The
χ1 angle for CYS-32 flips between approximately -180� and
þ60� during the two-charge HCP-GB simulations as does the
“correct” reference GB simulation. Whereas, for the one-charge
HCP-GB and cutoff-GB methods, the angle stays at approxi-
mately -180�. And the χ1 angle for THR-7 stays around
approximately 60� during the reference GB and the HCP-GB
simulations, whereas for the cutoff-GB simulation, the angle flips
briefly between approximately -60� and þ60�. To quantify the
overall difference in the distribution of χ1 and χ2 angles, we

Table 3. RMSDeviation from the Starting Structure for 50 ns
Simulations of Immunoglobulin Binding Domain (1BDD),
Ubiquitin (1UBQ), B-DNA (2BNA), and Thioredoxin
(2TRX)a

average RMS deviation ( standard deviation (A)

PDB ID reference GB cutoff-GB

one-charge

HCP-GB

two-charge

HCP-GB

1BDD 2.64( 0.45 3.69( 0.88 3.92 ( 1.66 2.72( 0.48

1UBQ 2.29( 0.37 2.39( 0.29 2.32( 0.33 2.22( 0.36

2BNA 2.24( 0.30 2.24 ( 0.30 2.23( 0.31 2.25( 0.31

2TRX 1.60( 0.33 1.41( 0.23 1.50( 0.23 1.67( 0.19
aRMS deviation is calculated for backbone heavy atoms. The trajectory
is sampled every 10 ps. Averages are for the last 40 ns of the 50 ns
simulations. Standard deviation is computed as

√
[
P

i(RMSi - μ)2/s],
where RMSi is the RMS deviation for the ith sample, μ is the average
RMS deviation, and s is the number of samples.

Table 4. Detailed Characteristics of Simulation Dynamics
from 50 ns Simulations of Immunoglobulin Binding Domain
(1BDD), Ubiquitin (1UBQ), B-DNA (2BNA), and Thiore-
doxin (2TRX)a

PDB ID cutoff-GB

one-charge

HCP-GB

two-charge

HCP-GB

RMS difference in RMS residue fluctuations (Å)

1BDD 0.51 0.54 0.37

1UBQ 0.24 0.20 0.15

2BNA 0.003 0.01 0.03

2TRX 0.37 0.32 0.22

average 0.28 0.26 0.19

RMS difference in distribution of χ1 angles (% occurrence)

1BDD 3.26 2.19 2.49

1UBQ 3.15 3.26 2.81

2TRX 3.17 3.48 3.16

average 3.19 2.98 2.82

RMS difference in distribution of χ2 angles (% occurrence)

1BDD 2.79 2.01 2.21

1UBQ 2.66 2.63 2.37

2TRX 2.87 2.91 3.01

average 2.77 2.52 2.53
aRMS difference was calculated relative to the reference GB simulation.
The trajectory was sampled every 10 ps. χ angles do not apply to the
DNA strand 2BNA. A bin size of 10� was used for calculating the
distribution of χ angles.

Figure 8. RMS deviation from the starting structure for 50 ns MD
simulations of immunoglobulin binding domain (1BDD), ubiquitin
(1UBQ), B-DNA (2BNA), and thioredoxin (2TRX) using the reference
GB, cutoff-GB, and HCP-GB methods. RMS deviation is calculated for
backbone heavy atoms. The trajectory is sampled every 1 ns. Connecting
lines are shown to guide the eye.

Figure 9. RMS fluctuation in residue positions for a 50 ns simulation of
thioredoxin. The trajectory was sampled every 10 ps. Connecting lines
are shown to guide the eye.
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computed the RMS difference in the distribution compared to
the reference GB simulation. The RMS difference in the dis-
tribution of χ1 and χ2 angles for 50 ns simulations of the four
structures described in the “Stability” section above indicates that
on average the one- and two-charge HCP-GB simulations are in
better agreement with the reference GB simulation than the
cutoff-GB simulations (Table 4).
To further examine the effect of ignoring distant charges we ran a

10 ns simulation of a 30 base-pair DNA strand with the same setup
as described in section 2.3 above, but without the salt. Figure 11
shows the distribution of distances between terminal base pairs. The
distribution shows that for the cutoff-GB method, with an average
end-to-end distance of 89 Å, the structure is more flexible than for
the reference GB or the one- and two-charge HCP-GB methods,
with average end-to-end distances of 103, 105, and 100 Å, respec-
tively. This difference in flexibility is most likely due to the fact that
the cutoff-GB method completely ignores distant charges which
contribute to the bending rigidity of the DNA chain.
We also ran a 0.3 ns simulation of the nucleosome core

particle, with the same setup as described in section 2.3 above,
but without the salt. When using the reference GB and the HCP-
GB methods, all of the histone tails collapse onto the DNA chain
within 0.1 ns, consistent with experimental observations at low
salt concentrations,69 whereas when the cutoff-GB method is
used, two of the positively charged tails fail to collapse onto the

negatively charged DNA, Figure 12. Again, this is most likely
because, in the case of the cutoff-GBmethod, the positive charges
at the ends of the histone tail do not “feel” the attraction from the
highly charged DNA chain.
The above results suggest that in general the HCP-GB

reproduces the dynamics of the reference GB simulation more
accurately than the cutoff-GB method.
3.7. A Practical Application: Chromatin Fiber. We expect

the HCP-GB to be indispensable in the modeling of large
structures where the pairwise GB without further approximation
is impractical. One such example is the chromatin fiber where a
348 000 atom (12 nucleosome) structure is needed at a mini-
mum to study its functional characteristics. Such a structure can
be constructed using the crystal structure for the nucleosome
(1KX5) as a starting point. Multiple copies of the nucleosome
can then be combined to construct the chromatin fiber, using a
set of coordinate transformations described by Wong et al.59 The
coordinate transformations result in a number of severe steric clashes.
A 15 ps simulation of the fiber using the two-charge HCP-GB
significantly reduces the steric clashes, as seen by the large reduction
in the potential energy (Figure 13). To reduce run time for this
simulation, the protocol described in section 2.3 was modified to
reduce the heating and equilibration stages from 10 to 2 ps.
3.8. Mitigating the Effect of Violating Newton’s Third

Law. Although the HCP uses the same all-atom force field as
the reference GB computation, the HCP is a multiscale model in
that different levels of approximations are used for the same set of
atoms depending on their distance from the point of interest.
The asymmetric interactions due to the multiscale approxima-
tions can violate Newton’s third law, resulting in a residual force
on the system.58,70 This residual force can produce an artificial
center of mass motion and an overall rotation of the structure. A
net residual force within a closed system causes the system as a
whole to accelerate, even though there is no external force,
resulting in the nonconservation of energy. Table 5 shows the net

Figure 10. Distribution of χ1 angles for the functionally important
CYS-32 of thioredoxin (2TRX) and THR-7 of ubiquitin (1UBQ) from
50 ns simulations. The trajectory was sampled every 10 ps. A bin size of
10� was used for calculating the distribution of χ1 angles. Connecting
lines are shown to guide the eye.

Figure 11. Distribution of distances between terminal base pairs for a
30 bp DNA strand from a 10 ns MD simulation. Trajectories were
sampled every 10 ps, and a bin size of 2 Å is used for calculating the
distribution of distances between terminal base pairs. Connecting lines
are shown to guide the eye.

Figure 12. Nucleosome core particle after 0.1 ns simulation using (a)
reference GB, (b) cutoff-GB, (c) one-charge HCP-GB, and (d) two-
charge HCP-GB computations. Positively charged histone tails have
collapsed onto the DNA for the reference GB andHCP-GB, whereas for
the cutoff-GB, two of the tails fail to collapse.
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force and torque due to the violation of Newton’s third law for
the HCP-GB method, on the set of test structures considered
here, along with estimated center of mass displacement, rotation,
and kinetic energy after 10 steps of a typical molecular dynamics
simulation (10 fs). To estimate the kinetic energies, we treat the
structures as rigid bodies and assume that the principal axis of
rotation passes through the center of mass.
For the test structures considered here, the 3 million atom

chromatin fiber represents theworst casewith a linear displacement
of 1� 10-6 Å, rotation of 1� 10-8 radians and kinetic energy of
0.09 kT after 10 steps of MD. These spurious motions are small
compared to the stochastic collisions used in constant temperature
simulations, which are on the order of 1 kT, andmay not materially
affect the dynamics of the simulation if a strong enough coupling to
a thermal bath is used. However, implicit solvent MD simulations
often use minimal or no viscosity to increase the sampling of
conformation space. These regimes can result in a large center of
mass drift, which can be inconvenient when visualizing or analyzing
the trajectory. For example, for a 1 ns simulation of thioredoxin

using the two-charge HCP-GB method and Langevin dynamics
with a collision frequency of 50 ps-1, the center of mass drift is
2.24 Å, similar to the 1.81 Å drift for the reference GB simulation.
Whereas with a collision frequency of 1 ps-1, the center of mass
drift in theHCP-GB simulation is 30.96Å, and asmuch as 183.54 Å
with a collision frequency of 0.1 ps-1. A commonly used approach
for removing center of mass drift and rotation during the course of
molecular dynamics is to employ a velocity correction algorithm, e.
g., the NSCM option in Amber62 which specifies the frequency at
which center-of-mass motion is removed. We have implemented
the same option in NAB. The velocity correction approach does
not however correct the source of the problem;the net residual
force. Moreover, a velocity correction not only eliminates the
artificial motion caused by the violation of Newton’s third law
but also affects the random motion due to Langevin dynamics
which may not be desirable in some situations. Therefore, we
considered applying a force correction aimed at mitigating the
effects of the third law violation. Appendix A.2 describes the two
force correction approaches we considered;a molecular level and
a component level force correction. By neutralizing the net residual
forces, the force correction eliminates the systematic drift in the
center of mass position caused by the violation of Newton’s third
law. For example, for the 1 ns simulation of thioredoxin using the
two-charge HCP-GB method with a Langevin dynamics collision
frequency of 0.1 ps-1, the molecular level force correction reduces
the drift from 183.54 Å to 29.49 Å, which is similar to the 29.47 Å
drift for the reference GB simulation, which, of course, does not
violate the third law within numerical precision of the integrator.
The force correction however has several shortcomings compared
to the velocity correction often used by existing MD algorithms. It
causes an increase in the force error as described in Appendix A.2,
while velocity correction does not affect the forces. Unlike
velocity correction, the force correction only eliminates drift,
not rotation. And, the force correction must be applied at
every step of the simulation since it eliminates the center of

Figure 13. HCP-GB simulation of a 348 000 atom chromatin fiber.
Potential energy drops rapidly as steric clashes are resolved. Connecting
lines are shown to guide the eye.

Table 5. Center-of-Mass Motion Due to Violation of Newton’s Third Law for HCP-GB

residual after 10 iterations of dynamics

structure PDB ID force (kcal/mol/Å) torque (kcal/mol) displacement (Å) rotation (radians) kinetic energy (kT)

1-q HCP-GB

2BNA 0.003 0.38 1 � 10-8 1 � 10-8 6 � 10-9

1BDD 0.22 0.73 9 � 10-7 3 � 10-8 4 � 10-7

1UBQ 0.24 0.64 6 � 10-7 1 � 10-8 2 � 10-7

2TRX 0.97 3.81 2 � 10-6 4 � 10-8 3 � 10-6

1KX5 1.36 51.40 1 � 10-7 3 � 10-9 6 � 10-7

microtubule 179.24 2603.63 3 � 10-6 5 � 10-9 0.001

1A6C 2 � 10-11 6 � 10-10 1 � 10-19 2 � 10-22 4 � 10-30

chromatin 6804.00 1198829.76 6 � 10-6 1 � 10-8 0.09

2-q HCP-GB

2BNA 0.015 0.07 5 � 10-8 2 � 10-9 2 � 10-9

1BDD 0.18 0.44 7 � 10-7 2 � 10-8 2 � 10-7

1UBQ 0.23 0.58 6 � 10-7 1 � 10-8 2 � 10-7

2TRX 0.98 4.64 2 � 10-6 5 � 10-8 3 � 10-6

1KX5 2.94 57.98 3 � 10-7 4 � 10-9 2 � 10-6

microtubule 59.76 598.27 1 � 10-6 1 � 10-9 0.0001

1A6C 2 � 10-11 4 � 10-10 1 � 10-19 1 � 10-22 3 � 10-30

chromatin 3483.09 836570.85 3 � 10-6 7 � 10-9 0.03
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mass acceleration (change in velocity), whereas a velocity
correction can be applied less frequently since it eliminates
center of mass velocity itself. For these reasons, a velocity
correction, its drawbacks notwithstanding, may be preferable
to the force correction for eliminating the drift and rotation
caused by the violation of Newton’s third law. Very prelimin-
ary testing suggests that the velocity correction may improve
the stability of HCPGB simulations for small structures. For
example, the RMS deviation for the one-charge HCP-GB
simulation of 1BDD (Figure 8a), is in closer agreement with
the reference GB simulation when the velocity correction is
used (results not shown).
3.9. Mitigating the Effect of the Discontinuity at Thresh-

old Boundaries. During the course of molecular dynamics,
atoms may cross threshold boundaries that determine the level
of approximation used in the computation of potentials and
forces. These discontinuous changes in the level of approxima-
tion result in changes in potential that are inconsistent with the
forces acting on individual atoms; i.e., the force is not equal to the
derivative of the potential with respect to distance and can result
in the nonconservation of energy and instability in the
simulation.71 For example, 1000 steps of constant energy simula-
tion for thioredoxin, without Langevin dynamics or surface-area
dependent energy (Figure 14), show that energy is not conserved
for the cutoff-GB and HCP-GB methods. However, the non-
conservation of energy is much larger in the case of the cutoff-GB
method. For the cutoff-GB method, the energy contribution of
an atom abruptly drops to zero when the atommoves beyond the
cutoff boundary, resulting in a larger change in energy compared

to the HCP-GB method, where the energy contribution of the
atom is replaced by an approximation when the component
containing the atom moves beyond the threshold boundary.
The discontinuity at threshold and cutoff boundaries can be

eliminated by the use of a smoothing function.72,73 The smooth-
ing function eliminates the discontinuity by gradually switching
from one level of approximation to another over a short switch-
ing distance. Delle Site70 has however shown that the smoothing
function cannot in general restore the conservation of energy for
multiscale methods. To eliminate the discontinuity at threshold
boundaries, we adapted the smoothing function described by
Loncharich and Brooks.15 The smoothing function is used to
calculate the force f(r) at a distance r from the point of interest
inside the switching region h < r < hþ s, where h is the threshold
distance and s is the switching distance, as follows:

f ðrÞ ¼ SðrÞfhþ s þð1- SðrÞÞfh ðhe re hþ sÞ ð26Þ

SðrÞ ¼ ðh2 - r2Þ2ðh2 þ 2r2 - 3ðhþsÞ2Þ
ðh2 - ðhþsÞ2Þ3 ð27Þ

where fh and fhþs are the forces due to a component computed by
the HCP-GB at h and h þ s, respectively.
The nonconservation of energy can be measured as the

standard deviation in total energy, and the discontinuity in
computed energy as the standard deviation in the change in total
energy between consecutive steps in the MD simulation. Table 6
summarizes these metrics for the HCP-GB method with and
without smoothing, the cutoff-GBmethod, and the reference GB
computation. The table shows that, although the HCP-GB
method does not conserve energy, it represents a significant
improvement over the cutoff-GB method in that respect. On the
other hand, although smoothing does improve energy conserva-
tion, it is comparable to extending the level 1 threshold distance
to the end of the smoothing region, 18 Å in this case, asmeasured by
the standard deviation in total energy (Table 6). TheHCP-GBwith
smoothing does show less discontinuity than the HCP-GB with the
extended threshold distance; however, the difference may not be
sufficient to justify the higher computational cost of smoothing
compared to simply extending the threshold distance. Note that the
smoothing function can also improve the accuracy of the spherical
cutoff method and has been studied previously.15,72,73 The results
shown in the preceding subsections do not include the smoothing
function for either the cutoff-GB or the HCP-GB methods.
We stress that in the case of multiscale approximations

based on pairwise potentials, such as the HCP, exact energy

Figure 14. Total energy for 1000 steps of constant energy MD
simulation for thioredoxin. The figure shows that energy is not
conserved for the cutoff-GB and to a lesser extent theHCP-GBmethods.
Connecting lines are shown to guide the eye.

Table 6. Effect of the Use of the Smoothing Function on Energy Conservation and Discontinuity for 1000 steps of MD for
Thioredoxina

standard deviation (kcal/mol) reference GB cutoff GB 1-q HCP-GB 2-q HCP-GB

total energy (no smoothing) 0.0012 2.8213 0.2483 0.2476

(HCP-GB with smoothing) 0.0803 0.0992

(HCP-GB with h1 = 18 Å) 0.0942 0.1013

Δ total energy (no smoothing) 0.0007 0.3316 0.0228 0.0203

(HCP-GB with smoothing) 0.0033 0.0025

(HCP-GB with h1 = 18 Å) 0.0062 0.0051
aDegree of energy conservation is measured as the standard deviation in total energy and degree of discontinuity as the standard deviation in change in
total energy between consecutive steps of MD simulation. The default level 1 threshold distance, h1, for the HCP-GB method is 15 Å. For comparison,
we include the reference GB computation, the cutoff-GB method with a 15 Å cutoff distance, and the HCP-GB method with a 18 Å level 1 threshold
distance. The small fluctuation in total energy for the reference GB computation is due to the finite integrator time step.
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conservation cannot be achieved due to the violation of
Newton’s third law.

4. CONCLUSION

Implicit solvent models are routinely used where it is im-
portant to sample a large conformation space, such as for protein
folding, replica exchange, and docking simulations. However, the
implicit solvent model employed most extensively in molecular
dynamics;the generalized Born (GB) model;scales poorly as
∼n2, where n is the number of solute atoms, limiting their
usefulness for long time-scale simulations or the simulation of
large structures. We have presented here an ∼n log n imple-
mentation of the implicit solvent GB model based on the
hierarchical charge partitioning (HCP) approximation pre-
viously developed by us. The HCP method uses the natural
organization of biomolecular structures to partition the struc-
tures into multiple hierarchical levels of components such as
atoms, groups (residues), subunits (chains), and complexes. The
charge distribution for each of these components other than the
atoms are approximated by a small (one or two) number of
charges. For the computation of electrostatic interactions with
distant components, the HCP uses the approximate charges
while using the atomic charges for nearby components. The
greater the distance from the point of interest, the larger (higher
level) is the component used in the approximation. We have
previously described a top-down algorithm for HCP that scales
as ∼n log n for biomolecular structures.

This study extends the HCP approximation to the GB model
(HCP-GB) such that both the computation of pairwise interac-
tions and the effective Born radii scale as ∼n log n.

The HCP-GB method is implemented in the open source
molecular dynamics software, NAB, in AmberTools v1.3. The
HCP implementation in NAB is scheduled to be released with
AmberTools v1.5, for general use. The accuracy, speed, and
stability of the method were then evaluated on a set of repre-
sentative biomolecular structures ranging in size from 632 to∼3
million atoms. The performance of the HCP-GB method was
compared to the spherical cutoff method with GB (cutoff-GB)
where all computations, including the computation of the
effective Born radii, ignore all atoms beyond a specified cutoff
distance. Our results show that the HCP-GB method is more
accurate, as measured by the relative RMS error in electrostatic
force, than the cutoff-GB method for the structures tested.
Depending on the size of the structure, the HCP-GB method
was also 1.1 to 390 times faster than the reference GB computa-
tion. An analysis of 50 ns simulations of four structures;
B-DNA, immunoglobulin binding domain, ubiquitin, and thior-
edoxin;shows that the results for theHCP-GB simulation are in
reasonable agreement with the reference GB simulation without
cutoffs. For the very small (726 atom) immunoglobulin binding
domain protein (1BDD), the one-charge HCP-GB method
exhibited RMS deviations from the crystal structure similar to
the cutoff-GB and larger than the reference-GB and two-charge
HCP-GB simulations. Therefore, we do not recommend the use
of one-charge HCP-GB for the simulation of such small struc-
tures. However, very preliminary testing suggests that the
velocity correction, described below, may improve the stability
of HCPGB simulations for small structures.

There is also an important qualitative difference between the
HCP-GB method and the cutoff-GB method. The cutoff-GB
ignores charges beyond the cutoff distance while the HCP-GB

method approximates the influence of distance charges. Our
testing suggests that this difference can have a significant impact
on details of the dynamics. For example, for the 50 ns simulations
of four structures, the residue flexibility and χ1 and χ2 angles for
the cutoff-GB simulations show larger deviations from the
reference GB simulation than the HCP-GB simulations. Simi-
larly, a 10 ns simulation of a 30 base-pair DNA strand showed
that the flexibility of the molecule, as measured by end-to-end
distance, using the HCP-GB method was similar to that of the
reference GB simulation, whereas the cutoff-GB method results
showed amore flexiblemolecule. And a series of simulations of the
nucleosome core particle showed that with the reference GB and
HCP-GB methods all of the positively charged tails of the histone
chains collapsed onto the negatively chargedDNA,whereas two of
the histone tails failed to do so with the cutoff-GB method.

Due to its multiscale nature, the HCP-GB method can violate
Newton’s third law, resulting in a residual center of mass force and
torque. For the structures tested here, the effect of the residual
force and torque is much smaller than the “noise” due to stochastic
collisions used in constant temperature simulations with strong
coupling to a thermal bath.However, when aweak coupling is used
to increase the sampling of conformational space, the residual force
and torque may cause the structure to drift and rotate, making it
inconvenient for visualization and analysis. For simulations with
weak coupling to a thermal bath, the center of mass motion and
rotation can be eliminated by using a velocity correction. The
multiscale nature of HCP-GB can also result in discontinuities at
threshold boundaries, which can cause energy not to be conserved.
The discontinuity and the resultant nonconservation of energy for
the HCP-GB method is however much smaller than that of the
cutoff-GBmethod. Smoothing functions can be used to reduce the
discontinuities and the nonconservation of energy. However, we
found that increasing the threshold distance may be a more
effective way of achieving the same result.

To demonstrate a practical application of theHCP-GBmethod,
we used it to refine a 348 000 atom chromatin fiber. The 15 ns all-
atom simulation successfully resolved numerous severe steric
clashes, significantly improving the quality of the starting structure.

In conclusion, the ∼n log n HCP-GB method is always faster
than the ∼n2 reference GB computation without additional
approximations. Although the speed of the HCP-GB method is
comparable to using a spherical cutoff for GB computations, which
also scales as ∼n log n, the HCP-GB method on average more
closely reproduces key characteristics of the dynamics of the
reference GB simulations. Our testing suggests that this may be
because theHCP-GBmethod approximates the influenceof distant
charges, unlike the cutoff-GB method, which completely ignores
them. In general, our findings suggest that compared to the cutoff-
GB, the HCP-GB method may always be the preferable approach
for speeding up pairwise GB computations for molecular dynamics.
Where speed is critical, one can consider using the one-charge
HCP-GB instead of the two-chargeHCP-GBor reducing threshold
distances from the recommended conservative threshold distances.

This study was intended to be a proof-of-concept of a novel
method, and a number of potential improvements and optimiza-
tions remain to be studied, in particular, further optimization of
the placement of approximate charges, comparison of alternate
approximations for component effective Born radii, choice of
parameters, comparison of velocity vs force correction, and the
treatment of very distant components. Most importantly, more
extensive testing is required to further define the applicability and
limitations of the proposed ∼n log n GB method.
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A. APPENDIX

A.1. Component Effective Born Radii. The component
effective Born radii are used to approximate the contribution of
distant components to the solvation energy, as described in the
Methods section. We examined three different alternatives for
this approximation: the approximation defined by eq 9, the
approximation defined by Archontis and Simonson,39 and the
volume integral approximation based on eq 10. Archontis and
Simonson approximate the Born radius Bc for a component c as

1
Bc

� 1P
i∈ c

q2i

X
i∈ c

q2i
Bi

ð28Þ

where qi and Bi are the charges and effective Born radii,
respectively, for the atoms i belonging to component c. On
average, we found that the first alternative (eq 9) was most
accurate, as shown in Figure 15.

A.2. Force Corrections for Neutralizing Net Residual
Force. The violation of Newton’s third law by the HCP-GB
method, as described in section 3.8, results in a net residual force.
We considered two approaches for neutralizing the net residual
force;a molecular level and a component level force correction.
The molecular level approach applies a mass weighted force

correction to each atom to neutralize the total residual force on
the whole structure. This force correction is computed as

f corri ¼ f resmi=M ð29Þ

where fi
corr is the force correction subtracted from the force on

atom i, fres is the total residual force, mi is the mass of atom i, and
M is the total mass of the structure.
The component level approach is more complex. It aims to

eliminate not only the net residual force but also the net residual
force for each component, where the residual force for a
components is the difference between the total force on a
component due to all other atoms and the total force on all
other atoms due to the component. In other words, it aims to
restore Newton’s third law at the component level. For the first
level of HCP approximation, the force correction fi

corr for an atom
i belonging to component c is calculated as

f corri ¼ fdif fc =nc ði∈ cÞ ð30Þ

f dif fc ¼ ½
X
jˇc

X
i∈ c

f ji þ
X
k 6¼ c

X
i∈ c

f ki� þ ½
X
i∈ c

X
jˇc

f ij þ
X
jˇc

f cj�

ð31Þ
where fc

diff is the difference between the total force on a
component due to all other atoms and the total force on all
other atoms due to the component. The first term on the right
hand side of eq 31 is the force fji on the atoms i belonging to
component c due to other atoms j not belonging to c, computed
at the atomic level (level 0). The second term is the force fki on
atoms i belonging to c due to other components k treated at the
component level (level 1). The third term is the force fij due to c
on atoms j not belonging to c where the atoms i within c are
treated at the atomic level (level 0). And the last term is the force
fcj due to c on atoms j not belonging to c where c is treated at the
component level (level 1). This force correction is generalized
for higher levels of HCP by including terms in eq 31 for higher
level HCP components. Since the individual terms on the right
hand side of eq 31 are already being computed, the incremental
cost of both force correction approaches scales as ∼n, which is
<n log n.
Although the above force corrections neutralize the net force

due to the violation of Newton’s third law, they also cause an
increase in the force error. To see why, consider the case where
the force error compared to the reference GB computation is
approximately zero. In this case, any net force correction will
result in an increase in the force error. In general, when the force
error is less than half the net force correction, the net force
correction will cause an increase in force error. Thus, on average,
where the force error is randomly distributed, the net force
correction will result in an increase in force error.
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’ADDITIONAL NOTE
aNAB, and the production Amber software, do not explicitly
include a “no-cutoff” option; instead, the no-cutoff computation
is performed by using the cutoffmethod with the cutoff distance
set to a value greater than the structure size (large-cutoff), e.g.,
999. This approach requires a large amount of memory for the
neighbor list used by the cutoff method, even though the list is
unnecessary in this case, since it always contains all of the atoms.
Due to the large memory requirement, structures larger than
200 000 atoms require a larger number of processors (>128)

Figure 15. Comparison of four alternative methods for computing
component effective Born radii showing relative error in electrostatic
energy for (a) one-charge HCP-GB, (b) two-charge HCP-GB, and
relative RMS error in electrostatic force for (c) one-charge HCP-GB and
(d) two-charge HCP-GB. The four alternative methods are the spherical
cutoff method, the volume integral (vol int) based on eq 10, Anandak-
rishnan-Onufriev (ao) defined by eq 9, and Archontis-Simonson (as)
defined by eq 28. Cutoff distance = 15 Å. HCP threshold distance h1 =
15 Å, h2 = 80 Å, and h3 = 175 Å. Connecting lines are shown to guide the
eye.
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than was readily available in the system used. Therefore, we
implemented a no-cutoff option in NAB that does not use a
neighbor list. Since a neighbor list does not need to be computed,
the no-cutoff option is faster than the large-cutoff approach, and
the speedup results reported here are somewhat lower than what
would have been obtained using the large-cutoff approach
available in NAB.
bThe average speedup for the seven structures tested here was
82� for the cutoff-GB, 85� for the one-charge HCP-GB, and
36� for the two-charge HCP-GB methods.
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ABSTRACT:The promising photosensitizing properties of hypericin, a natural quinine substituted with hydroxyl and alkyl groups,
have led to the proposal that it can be utilized in photodynamic therapy. Neither the detailed mechanism behind the powerful action
of hypericin, arising as a result of light excitation, nor the intracellular localization and transportation of the molecule is yet fully
understood. The behavior of hypericin derivatives in a pure dipalmitoylphosphatidylcholine (DPPC) lipid membrane has recently
been studied theoretically by means of molecular dynamics simulations. Natural membranes however contain many important
constituents;cholesterol being one of the most essential;that influence the function and structure of the membrane, and thereby
also the behavior of drug molecules therein. In the present study, we investigated hypericin and its brominated derivatives in
membranes containing 9 and 25 mol % cholesterol. The results show that the presence of cholesterol in the membrane affects the
permeability of the hypericin molecules and does so differently for the various molecules in the two membranes. Hypericin
containing one bromine was found to exhibit the lowest free energy profile for the transport process into the lipids, and also the
highest permeability coefficients, indicating that this molecule displays the fastest and easiest diffusion in the membranes. All three
molecules were found to accumulate most preferably close to the polar headgroup region in both membranes.

1. INTRODUCTION

1.1. Cholesterol inLipidMembranes. Cholesterol (Figure 1) is
an important compound in nature, possessing many essential
properties, not only as precursor to several vitamins and hormones
but also as an important constituent in biologicalmembranes, besides
phospholipids and glycolipids, in which it for example increases
mechanical strength, regulates phase behavior, and reduces the
passive permeability of water and other small molecules. The
cholesterol molecule is made up of three groups that have all proven
essential for their effect on membranes: the fused rigid steroid rings,
the hydroxyl group attached to one of the rings, and the short flexible
hydrocarbon chain.1 Although intracellular synthesis of cholesterol
takes place in the endoplasmic reticulum (ER) and external choles-
terol is transported to the lysosomes where it is hydrolyzed, the
majority of the cellular cholesterol is found in the plasmamembrane,2

and an equilibrium process in which cholesterol is being transported
between the cell membrane and the cytosol has been proposed.3

Cholesterol is found in a wide range of concentrations in
various animal membranes, normally around 20-30 mol %, but
plasma membranes of some cells contain up to 50 mol %.4 In
membranes in which the cholesterol concentration is high (>25
mol %), an additional phase exists besides the solid-ordered and
liquid-disordered ones: the liquid-ordered phase.5,6 In this phase,
the lipids are translationally disordered and conformationally
ordered, i.e., a combination of the two other phases in which the
lipids are either completely ordered or disordered. In the liquid-
ordered state, both ordering7,8 and condensing9,10 effects caused
by cholesterol are observed. Cholesterol has also been exten-
sively studied in the controversial field of lipid rafts and
its presence in those. Lipid rafts are dynamic liquid-ordered

domains made up by cholesterol, sphingolipids, and proteins
important in, for example, signaling.11

1.2. Computational Studies of Cholesterol-Containing
Membranes. Basic initial computational studies of cholesterol/
lipidmembranes were performedmore than two decades ago12-14

and have been followed by numerous more extended and
detailed studies carried out by Monte Carlo (MC) and molec-
ular dynamics (MD) simulation techniques in recent years. The
improvement of computers and algorithms has enabled progres-
sion to study larger systems, including more than 1000 lipids,
and the use of longer simulation time scales.15,16 Many proper-
ties of cholesterol-containingmembranes as seen experimentally
have been reproduced theoretically, thereby also enabling the
evaluation of detailed properties that are difficult to observe
experimentally.
It has been clearly shown, both experimentally and theoreti-

cally, that cholesterol has a crucial effect on the properties of the
membrane and that the cholesterol concentration plays an
important role. A wide range of concentrations of cholesterol
has been included in the computational studies to cover for the
occurrence in natural membranes. Cholesterol has an ordering
and condensing effect, two features that are closely related and
that have been observed in numerous computational studies at
varying cholesterol concentrations.15-22 The ordering and con-
densing effect results in a decreased membrane surface area and
thereby a reduced area per lipid. Chui et al. performed simula-
tions of DPPC bilayers with cholesterol concentrations ranging
from 4 to 50 mol % and found a linear relationship between

Received: September 15, 2010
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increased cholesterol concentration and a decrease in area per
lipid at cholesterol concentrations in the range of 12-
50mol %.21 However, Tu et al. showed that a cholesterol concen-
tration of 12.5 mol % had no significant effect on the conforma-
tion and packing of the hydrocarbon chains.23 Smondyrev and
Berkowitz observed that the cholesterol molecules exhibit a
larger tilt when the concentration is low, whereas at higher
concentrations, in which the hydrocarbon tails are more ordered
and extended, cholesterol displays a reduced tilt.17 A reduction in
electron density in the center of the DPPC bilayer was also
observed with higher cholesterol concentrations as well as an
increase in hydrophobic thickness,17 supported by neutron-
scattering experiments on DMPC bilayers.24

Martinez-Seara et al. recently published a detailed study of the
unique structural functionality of cholesterol in its ability to
initiate the liquid-ordered phase.25 They showed that, at con-
centrations below ∼30 mol %, the cholesterol molecules avoid
locations adjacent to each other but prefer locations separated by
∼1 nm, i.e., located in the second coordination shell. It was also
found that triangular connections between neighboring choles-
terol molecules exist, as opposed to demethylated cholesterol
(missing the two off-plane methyl groups; Dchol) for which
linear connections exist. The two faces of cholesterol were also
studied in detail, and it was shown that ordering and condensing
was less pronounced in membranes with Dchol, indicating that
the off-plane methyl groups were essential for the unique proper-
ties of cholesterol.26

Overall, unsaturated lipids show weaker interaction with
cholesterol than saturated ones, and condensation and ordering
is consequently less evident.27 Solvation of saturated lipid chains
occurs most preferably with the smoothR face of cholesterol, the
flat side with no substituents.20 In lipids containing one saturated
and one unsaturated chain, cholesterol is preferably solvated by
the saturated acyl chain.28 For unsaturated chains, however, the β
face induces higher ordering.27 Even lipid chains not neighboring
any cholesterol in the system20 or within a radius of at least a few
nanometers28 were found to display higher order than in a pure
lipid bilayer. The position of the double bond in unsaturated
lipids has been shown to significantly influence the interactions
with cholesterol regarding condensing and ordering, with the
double bond located in themiddle of the lipid acyl chain resulting
in the smallest effects, whereas when located at the end of the
chain, it resulted in larger effects.29,30

Niemel€a et al. recently used three large membrane systems
(1024 lipids in each) with varying unsaturated palmitoyloleoyl-
phosphatidylcholine (POPC), palmitoylsphingomyelin, and
cholesterol composition in order to study lipid rafts.16 Two of the

systems represented membranes with coexistent liquid-ordered
and liquid-disordered domains as a result of high cholesterol
content. They confirmed that the raft domain membranes most
likely influence the function of membrane proteins, mainly due to
significant differences in pressure profiles compared to the liquid-
disordered single phase membrane.
Water molecules penetrate deeper into the bilayer interior in

cholesterol-containing membranes and can therefore form hy-
drogen bonds with the hydroxyl group of cholesterol.19 The
number of possible hydrogen bonds also depends on the depth at
which cholesterol is located, and this in turn depends on the lipid
composition in the bilayer. In a DPPC bilayer, the cholesterol
molecules are located deeper into the lipid interior than in a
DMPC bilayer, and the number of hydrogen bonds with water is
consequently reduced in the DPPC membrane.18,26 At low
cholesterol concentrations, the number of hydrogen bonds with
water is lower than at higher concentrations, as a result of the
cholesterol molecules being able to locate deeper inside the
DPPC bilayer.17 Pure saturated lipid membranes are however
not frequently found in nature; membranes are usually com-
posed of mixtures of different lipids, unsaturated ones beingmore
common than saturated, and other components. However, pure
saturated lipid membranes are commonly utilized as computational
models mainly due to a lack of experimental data for unsaturated
lipids, which make parametrization a difficult issue. The fact that
most lipids have at least one saturated chain also makes the choice of
saturated lipids useful. It is however worth emphasizing that the
computational studies discussed herein were performed using
different programs, force fields, and lipid compositions. These
differences can slightly influence the results.
1.3. Permeation of Molecules in Cholesterol-Containing

Membranes. Cholesterol was shown to reduce the permeability
of ions and small molecules such as Naþ, Kþ, Cl-, and glucose
through lipid membranes.31 It was also discovered that the
permeability of water is reduced in cholesterol-containing mem-
branes and that this depends on the cholesterol concentration.32

There are only a few studies performed on the unique behavior of
drug molecules in lipid membranes containing cholesterol, as most
of the theoretical and experimental focus has been directed into
studying the effect of cholesterol itself on various lipid membranes.
An experimental study performed on model membranes showed
that cholesterol decreases the permeability of large drug molecules
mainly due to the condensing effect of cholesterol on the
membrane.33 This condensation may in particular affect large and
rigid drug molecules. Molecular interactions between the drug
molecule and cholesterol can also delay the permeation through
the membrane, such as has been shown for small nonsteroidal anti-
inflammatory drugs.34 Several studies have confirmed that choles-
terol strongly influences the interactions between peptides (drugs as
well as endogenous compounds) and the membrane.35-38

Drug interactions with cholesterol are important also because
of the fact that many drugs are transported in the body by
liposomes and lipoproteins. Liposomes are commonly used in
the drug delivery of both hydrophilic and hydrophobic drugs, as
they contain an aqueous core surrounded by a circled lipid bilayer
that can contain a significant amount of cholesterol. Hydropho-
bic drugs that are administered into the bloodstream can bind to
lipoproteins, which are the natural cholesterol transporters in the
body, and can, in those, interact with the cholesterol molecules.
With the use of computational methods making it possible to

reproduce many of the features of cholesterol in membranes, the
behavior of small molecules such as drugs in these can be studied

Figure 1. Chemical structure of the cholesterol molecule.



562 dx.doi.org/10.1021/ct100528u |J. Chem. Theory Comput. 2011, 7, 560–574

Journal of Chemical Theory and Computation ARTICLE

as well. Such studies can promote the design of drugs with
desirable properties.
1.4. Hypericin. We have in a recent study investigated the

behavior of the potent photodynamic drug hypericin (Hy;
Figure 2) with no, one (Hy-Br; position I, Figure 2), and four
bromines (Hy-4Br; positions I-IV, Figure 2) in a pure DPPC
bilayer using molecular dynamics simulations.39

Hypericin is a natural compound found in theHypericum species,
whose advantageous medical properties have been known for
several thousand years. Besides the well-known antidepressive
properties ofHypericum extracts,40 it has been found that hypericin
possesses antiviral41-46 and antitumor47-50 properties, as a result
of the formation of reactive oxygen species (ROS) such as singlet
oxygen upon light excitation, indicating that the compound could
be used in photodynamic therapy (PDT). Hypericin has also been
successful in the field of photophysical diagnosis of early stage
tumors, as it accumulates specifically in tumor tissue fromwhich the
fluorescence of the drug can be detected.51-53

The interest in making the hypericin molecule a more effective
photodynamic drug has led to modifications such as halogena-
tion. Bromination of hypericin increases the formation of ROS
due to enhanced intersystem crossing from the first excited
singlet state to the triplet state54,55 and has shown potential
phototoxic activity against viruses.56 Hypericin has been found in
various cell compartments; however, the exact cellular target as
well as the transport into the cell and its action of cell destruction is
still to be elucidated. However, there seems to be a preference for
hypericin to accumulate in lipid membranes due to its hydrophobic
character, where it can initiate lipid peroxidation.57,58

In a recently published study, it was proposed that cholesterol
is the major reason why hypericin selectively accumulates in lipid
membranes.59 A high amount of hypericin was found to localize
in raft domains rich in cholesterol rather than in less ordered
regions rich in lipids. The emission spectrum suggests interac-
tions between cholesterol and the π electrons of hypericin,
resulting in effective packing of the two molecules due to the
common planar structure. These results indicate that hypericin
most likely can enter the cell membrane through diffusion;
however, in the presence of lipoproteins such as low-density
lipoproteins in the blood, these can be likely carriers of hypericin
and can also assist in cell-entering.60-62 Lipoproteins, as the
natural carriers of cholesterol in the body, are in that sense
important in the aspect of possible cholesterol interactions with
the drug.
In our previous molecular dynamics study of hypericin deriv-

atives in pure DPPC lipid bilayers, we found a strong preference

for the hypericin molecules to accumulate in the bilayer, close to
the polar headgroups and the interface between the lipids and
water, a location that enables interactions between the hydroxyl
groups of hypericin and water.39 The largest gain in free energy
for the transfer process of moving from water into the lipids as
well as the fastest diffusion through the membrane was shown for
Hy-Br, indicating that this molecule would have the highest
probability to penetrate the membrane and reach the interior of
the cell. Experimentally, it has been shown that halogenated
drugs display larger permeability coefficients through lipid
membranes.63

In order to extend the previous study, we are herein including
cholesterol in the membrane model. The study was performed
on two cholesterol/lipid membrane systems, one containing a
low concentration (9 mol %) cholesterol and one containing a
higher concentration (25 mol %) cholesterol, and with the same
hypericin derivatives as in the previous study (Hy, Hy-Br, and
Hy-4Br; Figure 2). The present study was performed using a
membrane model containing twice as many lipids and with twice
as long production runs compared to the previous one.

2. COMPUTATIONAL METHODOLOGY

The molecular dynamics program GROMACS (version
4.0.4)64 was used throughout the study, together with the united
atom GROMACS force field. The membrane model used was a
dipalmitoylphosphatidylcholine (DPPC) bilayer consisting of
128 lipids and 3655 water molecules that had been equilibrated65

and simulated for 100 ns.66-68 This membrane model contains a
larger number of lipids than the model used in our previous
study; however the number of water molecules is more or less the
same, leading to a thinner water phase in the present model.

The cholesterol structure was first geometry optimized using
the Gaussian program69 at the B3LYP/6-31G(d,p) level of
theory. Using the coordinates obtained in the quantum optimi-
zations, the topology of the cholesterol molecule was obtained
using the PRODRG software70 through its Web server [http://
davapc1.bioch.dundee.ac.uk/prodrg/], which generates topolo-
gies based on the GROMOS87 force field. Mulliken charges
obtained from the optimization were assigned to the cholesterol
molecule, and small charge groups with total charges close to
zero were used. Thereafter, the structure was minimized by the
steepest descent algorithm followed by a 100 ps equilibration
simulation with a time step of 0.5 fs.

Two cholesterol/DPPC bilayers were constructed, one with
9 mol % (cholesterol/lipid ratio 12:116) and one with 25 mol %
(cholesterol/lipid ratio 32:96) cholesterol, by randomly replac-
ing lipid molecules with cholesterol in the membrane model.
The same number of lipids was replaced in each monolayer. The
membranes were minimized using steepest descent and equili-
brated for 5 ns at 100 K. A simulated annealing simulation was
then performed to increase the temperature from 100 to 500 K
and then reduce it to 323 K, in steps of 50 K and 100 ps. The two
membranes were equilibrated 20 ns at 323 K.

During the initial simulated annealing of the cholesterol/
DPPC systems, the structures and conformations of the mem-
branes were seriously disrupted and the increase in kinetic energy
resulting from the heating generated the lipids in a highly flexible
disordered state. This led to the possibility for the cholesterol
molecules to move around in the membrane, both within and
in-between the monolayers. In the membrane containing
32 cholesterol molecules (25 mol %), with initially 16 in each

Figure 2. The hypericin molecule with numbers indicating where
bromine substitution was modeled (I, Hy-Br; I-IV, Hy-4Br).
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monolayer, some cholesterol molecules moved in-between the
monolayers, resulting in 14 cholesterol molecules in one mono-
layer and 18 in the other. In the system with 9 mol % cholesterol,
the 12 cholesterol molecules stayed in their respective mono-
layers (six in each) during all simulations.

The geometries of the hypericin molecules were generated as
outlined above for cholesterol and the topologies obtained using
the PRODRG software. Mulliken atomic charges obtained from
the geometry optimizations, as well as small charge groups, were
assigned to the molecules. As bromine is not parametrized in the
GROMOS87 force field, Lennard-Jones and ligand parameters
for chlorine were used instead. For the DPPC phospholipids, a
standard united atom force field was applied,71 and for water, we
used the SPC model.72 Parameters used for the cholesterol and
hypericin molecules are provided in the Supporting Information.

Six independent simulations were performed, one for each
neutral hypericin derivative (Hy, Hy-Br, and Hy-4Br) in each of
the two membranes. Two hypericin molecules of each derivative
were inserted into the membrane model, one in the outer region
of the water phase and one in the middle of the lipid phase. The
systems were equilibrated for 200 ns, followed by 100 ns
production runs in which the system trajectories were collected
every 0.8 ps. During the equilibrations, the hypericin molecules
moved into the lipids at different stages of the simulations. All
simulations were performed using a time step of 2 fs. In a set of
test simulations, 10 hypericin (Hy only) molecules were also
studied in the two membranes. All 10 molecules were initially
inserted into the water phase, and the behavior of the molecules
was monitored.

In all simulations, the isothermal-isobaric ensemble (NPT) at
T = 323 K and p = 1 bar was used. The temperature and pressure
were held constant using a Nos�e-Hoover thermostat73,74 with a
coupling constant of 0.1 ps and a semi-isotropic Parrinello-
Rahman barostat75,76 with a coupling constant of 1 ps. A particle
mesh Ewald scheme77,78 was used to calculate the electrostatic
interactions with a 10 Å cutoff for the real space. The same cutoff
was used for van der Waals interactions (Lennard-Jones terms).
Bond lengths were constrained using the LINCS algorithm.79

Analyses were performed on the equilibration runs to verify
equilibration convergence and on the production runs from which
all reported data were obtained.

A potential of mean force formalism was used to calculate free
energy profiles for hypericin molecules across the lipid bilayer
(the direction of the z axis). The z component of the force, Fz,
acting on the molecule at certain constrained distances between
the molecule and the bilayer (DPPC) center of mass was
collected at different positions along the z axis. The free energy
for the transfer process between zi and zf is written as

ΔG ¼ Gzf -Gzi ¼ -
Z zf

zi

ÆFzæz dz ð1Þ

where the bracket means an average over the forces collected at
each constrained distance. To calculate the free energy profile for
the translocation of each molecule, 34 constrained simulations
were performed in which the hypericin molecule was located at
positions differing by 0.1 nm along the z axis direction. The
starting points for the simulations were sampled from the
previous nonconstrained simulations. To sample the points in
the middle of the bilayer, where the molecules were never located
during the unconstrained simulations, a weak force was used to
push the molecule toward the bilayer middle, choosing the value

of the force so as to make the least perturbation possible on the
bilayer system.

At each point in water (9 mol % cholesterol: 2.8-3.3 nm from
the bilayer center; 25 mol % cholesterol: 3.1-3.3 nm from the
bilayer center) equilibration was performed for at least 3 ns,
followed by a production run of 4 ns. Inside the lipid bilayer
(9 mol % cholesterol: 0-2.7 nm from the bilayer center; 25mol %
cholesterol: 0-3.0 nm from the bilayer center), an increase in the
sampling was needed due to the slower motion of the molecules,
and therefore, each point was equilibrated for at least 4.7 ns and a
production run of 10 ns followed. For someof the systemswith the
hypericin molecules located within or close to the headgroup
region, it was difficult to reach an equilibrated system due to
competing interactions with the hypericins from the lipids and
water. The thinner water phase in the present membrane model
reduces the number of constrained simulations as the maximum
distance to the bilayer center used herein was 3.3 nm, compared to
4.0 nm in our previous pure DPPC study. In the more condensed
25 mol % cholesterol membrane, the water phase is thicker than
in the lower cholesterol membrane (as discussed below), and
additional frames further out into the water phase could in
principle have been included. However, in order to compare the
results from the two membranes, the same number of frames
was employed for both systems. The constrained simulations in
the 25 mol % cholesterol membrane were run with the z box
length fixed, whereas for the 10 mol % cholesterol membrane,
this was not possible.

The force acting on the hypericin center of mass was collected
at every time step during the production run. A SHAKE
algorithm80 was used to constrain the distance between the
center of mass of the bilayer and the hypericin molecules (the
molecules were constrained in the z direction but allowed to
rotate). In the 25 mol % cholesterol membrane, in which the two
monolayers contained different numbers of cholesterol mole-
cules, the constrained hypericin molecule was located in the
monolayer containing the most cholesterol (18).

The permeability is defined as the current density divided by
the concentration gradient across the membrane. The procedure
developed by Marrink and Berendsen81 was adopted to calculate
the permeability coefficients, based on the fluctuation dissipation
theorem and using the deviation of the instantaneous force,
F(z,t), from the average force acting on the molecule obtained
during the constrained dynamics:

ΔFðz, tÞ ¼ Fðz, tÞ- ÆFðz, tÞæ ð2Þ
The local time-dependent friction coefficient, ξ, can be calculated
from the following autocorrelation function:

ξðz, tÞ ¼ ÆΔFðz, tÞΔFðz, 0Þæ=RT ð3Þ
where T is the absolute temperature and R is the gas constant. By
integrating the friction coefficient, one can obtain the diffusion
coefficient, D:

DðzÞ ¼ RT=ξðzÞ ¼ ðRTÞ2=
Z ¥

0
ÆΔFðz, tÞΔFðz, 0Þæ dt ð4Þ

This function was fitted to a double exponential using a nonlinear
fitting procedure81 in order to integrate the autocorrelation of the
force fluctuations:

CðtÞ ¼ A0 expð- t=τ0ÞþA1 expð- t=τ1Þ ð5Þ
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This translates to themoleculesmoving inside the lipid bilayer on
two distinct time scales, corresponding to the two decay times τ0
and τ1, one fast and one slow.

The permeability coefficient, P, can be calculated by integrat-
ing over the local resistances across the membrane, R(z). R(z) is
obtained by dividing the exponential of the previously calculated
free energies, ΔG(z), by the diffusion coefficients, D(z):

1=P ¼
Z

RðzÞ dz ¼
Z zf

zi

expðΔGðzÞ=kTÞ
DðzÞ dz ð6Þ

Interaction between cholesterol molecules at the two concentra-
tions and for each different hypericin system was monitored
through radial distribution functions (RDF), as were interaction
between cholesterol and DPPC molecules. The data reveal that
the concentration of cholesterol in the current systems is too low
for the cholesterols to interact directly;instead they all form a
first and even a second coordination shell of DPPC molecules,
before the nearest cholesterol molecule appears (COM distances
around 1 nm);in agreement with the findings of Martinez-Seara
et al.25 No specific effects from the different hypericins were
observed. The RDFs are provided in the Supporting Information.

3. RESULTS

The fact that cholesterol molecules were exchanged between
the monolayers in the 25 mol % cholesterol bilayer during the
simulated annealing is an interesting observation. Flip-flopping
of cholesterol is an important natural process and has experi-
mentally been demonstrated to occur with a half-time of <1 s.82

Coarse-grained MD simulations estimated the rate of possible
flip-flops to be in the same range.83 Umbrella sampling MD
simulations and atomisticMD simulations have also been applied
to study possible flip-flopping of cholesterol.84 The most prob-
able flip-flop path for cholesterol was calculated with a modified
string method and was found to involve the cholesterol molecule
first tilting and then moving to the bilayer center. The free energy
barrier for the flip-flop in the DPPC bilayer was found to be
higher than in diarachidonylphosphatidylcholine (DAPC), but
lower than in POPC. However, spontaneous flip-flops of cho-
lesterol have not yet been observed during MD simulation
“production runs”, although for ketosterol this phenomenon
has been detected in atomistic MD simulations.85 Note that the
flip-flops observed in the present study occurred during the
simulated annealing, in which the temperature was significantly
higher than under normal conditions, resulting in more move-
ment in the system that gives rise to a possible exchange of
molecules between the monolayers. No spontaneous flip-flops
were observed during the simulations at constant temperature
(323 K).

In Figure 3, we show snapshots from the production simula-
tions of the two membranes with hypericin. In the membrane
with 9 mol % cholesterol, the lipid and cholesterol molecules are
free to move to a larger extent, and the molecules are tilted more
than in the bilayer with higher cholesterol content. The hydro-
carbon tails of both the lipids and the cholesterol molecules are in
a disordered state. The condensing effect of cholesterol is clearly
seen in the 25 mol % cholesterol membrane, and the hydro-
carbon tails of the lipids and the cholesterol molecules are more
ordered and more aligned to the bilayer normal. The increased
thickness of the water phase, as a result of the decreased
membrane surface area, is also clearly visible in the 25 mol %

cholesterol membrane. The condensing effect is due to the
smaller size of a cholesterol molecule relative to DPPC, and
consequently, with higher cholesterol content, the effect is more
pronounced. The cholesterol molecule is shorter than a DPPC
molecule and can therefore fit tightly in-between two DPPC
molecules, often with its hydroxyl group in the level of the
carbonyl group of the DPPC molecules. The condensing effect
can also be displayed as the area per lipid, which decreases with
an increasing concentration of cholesterol. The area per DPPC
lipid was calculated by subtracting from the total area per
monolayer the total area occupied by cholesterol molecules
and dividing the difference by the number of lipids in one mono-
layer. We used the area per cholesterol molecule (=32 Å2)
obtained from X-ray diffraction experiments,86 assuming that
the cholesterol area remained constant, whereas the area per lipid
was taken as an average over the last 10 ns of the equilibration
of the membranes. For the 9 mol % cholesterol membrane,
the area per lipid was estimated to be 59.7 Å2 and, in the 25mol %
cholesterol membrane, 48.1 Å2 in the monolayer with 18
cholesterol molecules and 50.8 Å2 in the monolayer with 14
cholesterol molecules. Smondyrev and Berkowitz used the same
approach to calculate the area per lipid in membranes with 11
and 50 mol % cholesterol, giving 58.3 Å2 and 44.7/46.5 Å2,
respectively.17 In a pure DPPC membrane, the average area per
lipid has been measured to be 61.6 Å2.87 Our generated data thus
fit well into this range.

The hypericin molecules entered the membranes at different
stages of the equilibration simulations. However, the same
equilibration time (200 ns) was used for all six systems, and by
that time all of the molecules were well inside the lipids. During
the equilibrations, the molecules were free to enter any of the two
monolayers, from the water or from the center of the bilayer. In
the case of Hy in the 9 mol % cholesterol membrane and Hy-4Br
in the 25 mol % cholesterol membrane, the two molecules ended
up in the same monolayer. However, the molecules were not
interacting, as the minimum distance between the two molecules
during the production runs was overall larger than the van der
Waals cutoff of 10 Å. Neither of the hypericin molecules crossed
the center of the bilayer or returned into the water phase after
entering the monolayer region.

In the 9 mol % cholesterol membrane, all three hypericin
derivatives entered the lipids in regions where the local choles-
terol concentration was low. The reason for this behavior might
be that the local density is lower in the regions where there are no

Figure 3. Snapshots from the simulations of two hypericin molecules in
(A) 9 mol % and (B) 25 mol % cholesterol membranes. Cholesterol
molecules are displayed in yellow.
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cholesterol molecules, making it easier for the large hypericin
molecules to incorporate. In the 25 mol % cholesterol mem-
brane, this behavior was harder to determine with certainty due
to the overall higher cholesterol concentration.

The minimum distance between any pair of atoms from either
of the two hypericin molecules in each simulation and any of the
cholesterol molecules was investigated during the production
simulations (Figures 4 and 5) to explore if the hypericin
molecules were able to interact with the cholesterol molecules.
In the membrane with 9 mol % cholesterol, the minimum distance
betweenHy and cholesterol was in the range 0.25-1.25 nm, with an
average distance of 0.56 nm. The distance between Hy-Br and
Hy-4Br and cholesterol fluctuated more frequently than for Hy,
varying between 0.2 and 1.3 nm for Hy-Br and between 0.2 and
1.1 nm for Hy-4Br, with an average distance of 0.63 nm for both
molecules. In the 25 mol % cholesterol membrane, the distance

between the hypericin molecules and cholesterol displayed less
variation, with distances in the range of 0.2-1.0 nm and an
average for Hy of 0.46 nm; for Hy-Br, 0.64 nm; and for Hy-4Br,
0.73 nm. All average distances are summarized in Table 1. The
Hy molecules are obviously the ones located closest to choles-
terol in both membranes, and in the 25 mol % cholesterol
membrane, the minimum distance between Hy and cholesterol
is shorter than in the 9 mol % cholesterol membrane. For Hy-Br,
there is no significant difference between the two membranes,
whereas forHy-4Br theminimumdistance is longer in the 25mol%
cholesterol membrane, nearly 3 Å longer than for Hy in the same
membrane. We emphasize, however, that the trends observed
should be taken with some caution given the limited amount
of data.

Density profiles for the different systems are displayed in
Figure 6 and show that the probability to find the hypericin

Figure 4. Minimum distance (nm) between any pair of atoms of a hypericin molecule (A, Hy; B, Hy-Br; C, Hy-4Br) and a cholesterol molecule during
the production simulations in the 9 mol % cholesterol membrane.

Figure 5. Minimum distance (nm) between any pair of atoms of a hypericin molecule (A, Hy; B, Hy-Br; C, Hy-4Br) and a cholesterol molecule during
the production simulations in the 25 mol % cholesterol membrane.



566 dx.doi.org/10.1021/ct100528u |J. Chem. Theory Comput. 2011, 7, 560–574

Journal of Chemical Theory and Computation ARTICLE

molecules close to the polar headgroups and the interface
between the lipids and water is high. This being the densest
region of the bilayer, it would not be favorable for the large and
inflexible hypericin molecules to accumulate if it was not for the
possibility to interact with water while still being embedded in
the lipids. This is discussed further in connection with the radial
distribution functions below. Comparing the two membranes
reveals that Hy is found overall slightly closer to the lipid/water
interface in the 9 mol % cholesterol membrane. For Hy-Br, the
molecule that enters the lipids from water (right peak) ends up
closer to the lipid/water interface than the molecule that was
initially positioned in the middle of the bilayer. This is seen in
both membranes. Hy-4Br displays wider density profiles than Hy
and Hy-Br, in both membranes, and moves closer to the bilayer
center than any of the others. This results in less interaction with
water and is supported by observations made in a pure DPPC
membrane.39 Concluded from the density profiles is that at least
one of the two Hy and Hy-Br molecules in each simulation is
located closer to the lipid/water interface in the 9 mol %
cholesterol membrane. Similar density profiles have been found
for smaller drug molecules such as psoralens and 5-aminolevu-
linic acid and derivatives thereof; however, these molecules were
located slightly closer to the bilayer center.88,89

In natural membranes, unsaturated lipids are important con-
stituents, especially in the formation of raft domains. Due to the
use of saturated lipids in the present study, possible interactions
between the hypericin molecules and unsaturated lipids, as well
as between cholesterol and unsaturated lipids was not accounted
for, which could affect the partition and behavior of the mole-
cules. It has been found that cholesterol interacts stronger with
saturated lipids than unsaturated ones, resulting in more pro-
nounced effects on the structure of the membrane, including
condensing and ordering aspects.27 Consequently, this affects the
behavior of small molecules, such as hypericin, in the mem-
branes. As an initial study of the behavior of hypericin derivatives
in cholesterol containingmembranes, and to enable comparisons
with earlier work on hypericin in purely saturated bilayers, we
used saturated lipids also in the present study. As a next step, in
order to follow up this study, unsaturated lipids would be
included for comparison.

In cholesterol-containing membranes, the lipids are more
ordered and their tails more aligned to the bilayer normal,
compared to in a pure DPPC membrane. This results in a larger
bilayer thickness and is seen by comparing the DPPC density
profile for the 25 mol % cholesterol membrane in Figure 6 with
the DPPC density profiles for the pure lipid membrane.39 The
bilayer thickness is increased by a few Ångstroms in the choles-
terol-containing membrane. In the 9 mol % cholesterol mem-
brane, the bilayer thickness is approximately the same as in the
pure DPPC membrane. However, the fact that the bilayer
thickness is increased does not necessarily mean that each
monolayer thickness is increased in the 25 mol % cholesterol
membrane but is rather a result of the monolayers being more

separated, resulting in a decrease in density in the center of the
bilayer (Figure 6). These findings are in agreement with previous
observations that the hydrophobic thickness is increased and the
electron density in the center of the bilayer is decreased in
cholesterol-containing membranes.17,24 In the 9 mol % choles-
terol membrane, the monolayer separation is similar to the one in
the pure DPPCmembrane, indicated by the higher density in the
bilayer center. The increased free space in the middle of the 25
mol % cholesterol membrane could be expected to result in a
reduced probability of locating the hydrophobic hypericin mol-
ecules in that region, even more than in the more compact
membranes. This is supported by the calculated free energy
profiles for the transport process through the membrane and is
further discussed below.

A test set of simulations with 10 hypericin (Hy) molecules
initially placed in the water region of the two systems provided
information about interactions between the molecules (data not
shown). It was clear that in the water phase the molecules tend to
stack together due to the nonfavorable polar environment.
Previous studies have confirmed that hypericin molecules inter-
act with each other in solution, forming dimers when the
concentration is low90 andH aggregates of at least four molecules
positioned face to face when the concentration is higher.91 It is
clear from the simulations performed herein that the hypericin
molecules interact strongly with each other in conformations of
either two or four molecules in the water phase; however,
whether dimers or H aggregates are predominantly formed is
difficult to determine due to the high degree of movement in the
system. The aggregation did not seem to affect the ability to enter
the lipids, and the molecules remained stacked together also
within the lipids, indicating that these interactions are favorable
also in a nonpolar environment. It has previously been observed
that the photodynamic properties of hypericin are altered by
aggregation, resulting in a decreased singlet oxygen yield,90 an
issue that needs to be considered if the hypericinmolecules are to
be activated by light within a membrane.

Radial distribution functions between oxygen atoms on the
hypericin derivatives and hydrogen atoms in the surrounding
water (Figure 7A) and between polar hydrogen atoms on the
hypericin derivatives and oxygen atoms in the surrounding water
(Figure 7B) were calculated for both membranes. The first peak
in both figures (at ∼0.18 nm) corresponds to a hydrogen bond.
The following peak in Figure 7A corresponds to a second
hydrogen in the same water molecule or a second solvation
shell, whereas the second peak in Figure 7B corresponds to a
second solvation shell of water. Following this, there is an
increase in amplitude of the radial distribution functions as more
and more water molecules are included in shells of higher order.

The peaks corresponding to hydrogen bonds suggest that the
hypericin molecules, to a greater or smaller extent, interact with
water as they accumulate in the region close to the interface
between the lipids and water. In a pure DPPCmembrane, a clear
trend was observed for the radial distribution functions, with Hy
displaying the highest radial distribution functions overall, fol-
lowed by Hy-Br and Hy-4Br, respectively.39 Such a clear trend
cannot be observed in the cholesterol-containing membranes. In
the 9 mol % cholesterol membrane, Hy-Br displays the highest
radial distribution function for a hydrogen bond between oxygen
atoms on hypericin and hydrogen atoms in water followed by Hy
and Hy-4Br, respectively. This feature can be explained by the
finding that one of the Hy-Br molecules was located very close to
the lipid water interface, as seen in the density profiles. However,

Table 1. Average Distances (in nm) between Any Pair of
Atoms of a Hypericin Molecule and a Cholesterol Molecule
Inside the Two Membranes during the Production Runs

molecule 9 mol % cholesterol 25 mol % cholesterol

Hy 0.56 0.46

Hy-Br 0.63 0.64

Hy-4Br 0.63 0.73
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Hy displays the highest radial distribution function for a hydro-
gen bond between hydrogen atoms of hypericin and oxygen
atoms in water, albeit very low, followed by even lower ampli-
tudes for Hy-Br and Hy-4Br. In the 25 mol % cholesterol
membrane, Hy displays the highest radial distribution function
for a hydrogen bond between oxygen atoms on hypericin and
hydrogen atoms in water followed by Hy-Br and Hy-4Br at equal
amplitudes, whereas Hy and Hy-Br display the highest radial
distribution functions for hydrogen bonds between hydrogen
atoms of hypericin and oxygen atoms in water. Common for all
membranes, with and without cholesterol, is that Hy-4Br overall
displays the lowest radial distribution functions. This is explained

by the fact that this molecule was moving closer to the bilayer
middle during the simulations in both membranes, hence redu-
cing the ability to interact with water.

The mean-square displacement (MSD)92 reveals details about
the movements of a molecule inside the bilayer and is defined by

MSDðtÞ ¼ Æj rBðtÞ- rBð0Þj2æ ð7Þ

where rB(0) and rB(t) are the positions of a particle at time t = 0 and
at a certain time t.

The brackets indicate a time average over all similar particles
and over different time origins along the simulation. The Einstein

Figure 6. Density profiles for two hypericin derivatives (A, Hy; B, Hy-Br; C, Hy-4Br) in the DPPC bilayer with 9% cholesterol (left) and 25%
cholesterol (right).
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relation allows for the calculation of the diffusion coefficient,D, at
sufficiently long simulation times:92

D ¼ lim
tf¥

1
2dt

ÆjriðtÞ- rið0Þj2æ ð8Þ

where d is the dimensionality of the space.
This way, one can obtain the MSD for the molecules moving

in the bilayer plane (d = 2) and along the bilayer normal (d = 1),
respectively. The MSD provides a measure of the average
distance a molecule travels in the system, and the growth rate
of the MSD depends on how often the molecule collides, i.e., a
measure of the ease of diffusion of the molecule.

Like other molecules diffusing in confined media, the hyper-
icin molecules never reach the Einsteinian limit of proper
diffusion within the limited time of the simulation, and anom-
alous diffusion occurs where MSD is proportional to tn, with
0 < n < 1. The implication is that a direct comparison with
experimental diffusion coefficients cannot be made. However, on
the basis of the MSD, one can state which molecules have a
higher or lower diffusive regime. The MSDs of the hypericin
derivatives in the bilayer plane and along the normal of the
bilayer (z direction) in the two membranes are displayed in
Figure 8A and B, respectively. The addition of a bromine atom to
the hypericin molecule does not significantly affect the move-
ment in the bilayer plane in the 9 mol % cholesterol membrane,
whereas the addition of four bromine atoms makes the molecule

movemore easily. Despite the fact that Hy-4Br is heavier than the
two other molecules, its movement in the bilayer plane is faster
due to a lower propensity of forming hydrogen bonds with water,
as seen above. In the 25 mol % cholesterol membrane, however,
the movement in the bilayer plane is highest for Hy, followed by
Hy-4Br and Hy-Br, and the movement of both Hy and Hy-4Br is
considerably higher here than in the membrane of lower
cholesterol concentration. This situation does not reflect the
hydrogen bond capability with water, as it was shown above that
Hy exhibits the highest radial distribution functions in the 25mol%
cholesterol membrane. The movement of all molecules in the
bilayer plane of the 9 mol % cholesterol membrane is slower than
in a pureDPPCmembrane.39 Themovement of Hy in the bilayer
plane of the 25 mol % cholesterol membrane is similar to that in
a pure DPPC membrane, whereas for Hy-Br and Hy-4Br the
movement is slower.

The MSDs for the molecules along the bilayer normal of the
two membranes are displayed in Figure 8B. This movement is, as
opposed to the movement in the bilayer plane, finite and should
hence be interpreted with caution. The MSD profiles in the
direction of the bilayer normal of the 9 mol % cholesterol
membrane are similar, and on the same order of magnitude, as
the ones obtained in a pure DPPC membrane, displaying the
slowest movement for Hy and similar, yet faster, movement for
Hy-Br and Hy-4Br,39 and overall slightly faster than in the
25 mol % cholesterol membrane. It is clearly seen that the

Figure 7. Radial distribution functions between (A) oxygen atoms on the hypericin derivatives and hydrogen atoms in the surrounding water and (B)
polar hydrogen atoms on the hypericin derivatives and oxygen atoms in the surrounding water in the 9mol % (left) and 25mol % cholesterol membranes
(right).
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movement in the bilayer plane is significantly higher than in the
direction of the bilayer normal.

The local diffusion coefficients are displayed in Figure 9 as
functions of the distance to the bilayer center and were obtained
by integrating the fitted autocorrelation functions (eq 4). It is
clear that the diffusion of the molecules is low inside the lipids,
whereas in the water, the diffusion is faster, which is seen by the
increase in diffusion in the far left and far right regions of the
graphs in Figure 9. As we only studied the hypericin molecules at
a distance of at most 3.3 nm from the bilayer center, the
molecules are at this distance still interacting with the lipids,
which allow for less free movement of themolecules compared to
bulk water. In the pure DPPC system, in which systems at larger
distances from the bilayer center (the diffusion further out in the
water phase) were studied, diffusion in the water phase was at
least 10 times faster than inside the lipids, and strongly depen-
dent on the size of the molecules.39 We expect diffusion
coefficients on the same order of magnitude far out in the water
phase of the cholesterol-containing systems as well.

In the 9 mol % cholesterol membrane, the diffusion of all three
molecules inside the lipids was relatively constant, with a small
decrease in diffusion for Hy and Hy-4Br and a small increase in
diffusion for Hy-Br, in the very middle of the membrane. Hy
shows the lowest diffusion at the bilayer center. However, in the
25 mol % cholesterol membrane, the diffusion close to the
middle of the membrane is significantly increased compared to
further out in the lipids and also compared to the middle of the 9
mol % cholesterol membrane. The large increase in diffusion is

due to the increased free space in the middle of the high
cholesterol membrane, in which the monolayers are more
separated. This free space allows for fast diffusion due to few
interactions with lipidmolecules. Hy displays the fastest diffusion
in the middle, followed by Hy-Br and Hy-4Br. In the remaining
lipid region, the diffusion is overall lower than in the membrane
containing a lower amount of cholesterol.

Free energy profiles for the transport process from water and
into the lipids, as a function of the distance to the bilayer center,
were calculated using the potential of mean force formalism
outlined above93 and are displayed in Figure 10 together with the
data obtained in the pure DPPC membrane. In a previous study
performed using the same technique, but with only 2 ns
production runs (we used 4 ns in water and 10 ns in the lipid
bilayer), errors in free energy were found to be in the range of
0.7-4 kJ/mol in the bilayer middle, the region with the largest
errors.94 As the simulations performed in the present study were
longer than the ones for which these errors were calculated, we
expect the errors herein to be in the same range, if not smaller.

For the hypericin molecules, local minima were found in the
region 1-2 nm from the bilayer center, close to the polar
headgroup region where themolecules were found to accumulate
during the unconstrained simulations. As the molecules continue
moving across the bilayer, the free energy increases and shows a
maximum in the very middle of the bilayer. In both cholesterol-
containingmembranes, Hy-Br shows the deepest minimum close
to the polar headgroups, followed by Hy-4Br and Hy. For Hy-Br,
the minimum is deeper in the 25 mol % cholesterol membrane,

Figure 8. MSD in (A) the xy plane and (B) the direction normal to the bilayer in the 9 mol % (left) and 25 mol % cholesterol membrane (right). Note
the different scales on the y axes in A.
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whereas for Hy-4Br, the minimum is more or less at the same
depth in the two membranes, and for Hy, the minimum is less
deep in the 25 mol % cholesterol membrane. In the middle of the
bilayer, the free energy of the molecules follows the same order,
with Hy-Br displaying the lowest energy. All three molecules
display higher energy barriers in the high cholesterol membrane,
with positiveΔG values compared to when in water. In the 9mol %

cholesterol membrane, however, Hy-Br displays a negative over-
all free energy also in the bilayer center.

In the low cholesterol-containingmembrane, the local minima
of the molecules are found further out from the bilayer center
with a larger decrease in free energy; accordingly the minimum of
Hy-Br is found further toward the lipid/water interface, followed
by Hy-4Br and Hy. Interestingly, in the high cholesterol

Figure 9. Local diffusion coefficients of the hypericin derivatives in (A) 9 mol % and (B) 25 mol % cholesterol membranes, as a function of the distance
to the bilayer middle.

Figure 10. Free energy profiles for the hypericin derivatives inside the (A) 0 mol %, (B) 9 mol %, and (C) 25 mol % cholesterol membranes.
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membrane, the opposite situation is observed. Here, the mini-
mum lies closer to the bilayer center with a larger decrease in free
energy, generating the minimum of Hy-Br significantly closer to
the bilayer center than the two other molecules.

The free energy maxima of the molecules in the 25 mol %
cholesterol membrane are clearly more rounded than the narrow
maxima found with a lower cholesterol concentration. This is due
to the fact that, as discussed above, the two monolayers are more
separated in the membrane with higher cholesterol content.
The free space in the middle of the membrane is also responsible
for the larger increase in free energy in this region compared to
in themembrane with a lower cholesterol content. The free space
constitutes a less hydrophobic region offering less possible
interactions with lipids, in which it is not favorable for the
hydrophobic molecules to be located, and thereby generating a
large increase in free energy for transport process into/across
that region.

In the pure DPPC bilayer, Hy-Br was also found to display the
lowest overall change in free energy along the bilayer normal
(Figure 10A).39 In the 9 mol % cholesterol membrane, Hy-Br
and Hy-4Br show deeper free energy minima in the headgroup
region compared to the pure DPPC membrane, whereas Hy
displays an increase. In themiddle of the bilayer, the free energy is
increased (more positive) for all three molecules. Only Hy-Br
still displays a negative free energy, however slightly less negative

than without cholesterol present. Hy-4Br, which displayed a
small negative change in free energy in the middle of the pure
DPPC membrane, is now on the positive side. In the 25 mol %
cholesterol membrane, the same pattern is seen when comparing
with the pure DPPC membrane, although with larger overall
changes than in the 9mol % cholesterol membrane. It is clear that
Hy is most negatively affected by the inclusion of cholesterol in
the membrane, displaying a significant increase in free energy
both in the middle of the bilayer and close to the polar head-
groups.

The local resistance was calculated from the local diffusion
coefficients and the free energy profiles using eq 6, and the
resulting profiles are displayed in Figure 11. An increase in
resistance is seen for all molecules in the middle of the bilayer;
however, the magnitude of this peak clearly differs for the three
molecules. The resistance for Hy is significantly higher than for
the two other molecules in both membranes, and therefore it was
scaled down to more clearly display the profiles. The resistance
for Hy-Br is considerably lower than for the two other molecules
in both membranes, and its profiles can only be seen in the lower
graphs of Figure 11 where we show a magnification of the low
resistance region. In the 25 mol % cholesterol membrane, the
resistances for the molecules are overall higher compared to
when the cholesterol concentration is lower. In both membranes,
the Hy and Hy-4Br resistances in the middle are considerably

Figure 11. Local resistance profiles of the hypericin derivatives in (A) 9mol % and (B) 25mol % cholesterol membranes, as a function of the distance to
the bilayer middle. The Hy profile was scaled down by a factor 3 � 105 in the 9 mol % cholesterol membrane and by a factor 106 in the 25 mol %
cholesterol membrane. Magnification of the local resistance profiles of Hy-Br are displayed in the lower graphs. Note the different scales on the y axis of
the graphs.
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higher than in the water phase, as is seen in the lower graphs of
Figure 11. For Hy-Br, however, the resistance in the middle is
higher than in water in the 25 mol % cholesterol membrane,
whereas in the 9 mol % cholesterol membrane, the resistance in
the middle is lower than that in water. The free energy is the
major contributor to the shape of the resistance profiles, with an
increase in free energy giving an increase in resistance. The
lowest free energy of Hy-Br in the middle of the membrane
therefore generates the lowest resistance, and the opposite for
Hy. The molecules exhibit higher resistances in the middle
of the cholesterol-containing membranes than in a pure DPPC
membrane.39

Permeability coefficients were calculated by integrating the
resistance profiles across the bilayer and are displayed in Table 2.
In both cholesterol-containing membranes, the permeation
decreases in the order Hy-Br > Hy-4Br > Hy, in agreement with
the findings in a pure DPPCmembrane,39 for which data are also
included in Table 2. In the 25 mol % cholesterol membrane, the
permeation is overall slower than when the cholesterol concen-
tration is lower. The difference in permeation of Hy-Br in the two
cholesterol-containing membranes is only 1 order of magnitude,
whereas for the two other molecules, the difference is signifi-
cantly larger. The permeation of Hy-Br is not considerably
affected by the inclusion of cholesterol, when compared to that
in a pure DPPC membrane.39 In fact, the permeation in the low
cholesterol membrane is slightly faster than in the pure DPPC
membrane. For the two other molecules, the permeation is
considerably reduced compared to the pure DPPC membrane.
As mentioned above, the resistance, and thereby the permeabil-
ity, strongly depends on the free energy, and with an increase in
energy follows a decrease in permeation. This supports the
finding of Hy-Br displaying the fastest permeation (large perme-
ability coefficient) as it exhibits the lowest free energy, both close
to the polar headgroups and in the center of the bilayer. Hy-Br
was also displaying the largest movement in the z direction of the
bilayer, as seen above. These results suggest that Hy-Br most
likely would have the highest probability of penetrating the
plasma membrane and reach the interior of the cell, whereas
the two other molecules would be more prone to residing in the
membrane and from there cause photodamage.

Experimentally, it has been shown that halogenated drugs display
larger permeability coefficients through lipid membranes;63 how-
ever, the permeability of the molecules can also be reduced by the
addition of large and heavy substituents. This can explain the
reduced permeability of tetra-brominated hypericin compared with
the monobrominated one.

The finding that Hy displays the slowest diffusion in the
membranes can be explained by the fact that this molecule was
found to reside closer to cholesterol molecules in both mem-
branes, and it also forms hydrogen bonds to the water phase.
Even though the distance between Hy and cholesterol was never
short enough to allow direct interactions, the ordering of the

lipids close to cholesterol molecules can affect the permeability of
the hypericin molecule.

4. CONCLUSIONS

The behavior of hypericin, a natural compound possessing
photodynamic properties, and its mono- and tetra-brominated
derivatives was studied in DPPC lipid membranes containing 9
and 25 mol % cholesterol, respectively, by means of molecular
dynamics simulations. The three molecules were found to
accumulate in the region close to the polar headgroups of the
lipids, close to the interface between the lipids and water. This
location enables interactions between the hydroxyl groups of the
hypericin molecules and water, supported by hydrogen bonds
found in the radial distribution functions. Overall, the hypericin
molecules in the 25 mol % cholesterol membrane were found
slightly closer to the bilayer middle than in the low cholesterol
membrane. With a high amount of cholesterol present in the
membrane, the two monlayers are slightly separated and allow
for fast diffusion in that region. However, this region also offers
fewer lipid interactions with the hydrophobic hypericin mole-
cules, making it a nonfavorable location to reside in, indicated by
the large increase in free energy for the transport process of the
molecules into that region. Close to the polar headgroups, where
the hypericin molecules were found to accumulate, the free
energy profiles showed local minima. The size of these minima was
dependent on the molecule and the amount of cholesterol in the
membrane. The permeability coefficients were overall lower in the
high cholesterol membrane. Hy-Br displayed the largest decrease in
free energy both in the middle of the bilayer and close to the
headgroups, as well as the highest permeability coefficients in both
membranes. This indicates that thismolecule would have the highest
probably to penetrate a plasma membrane, independently of the
cholesterol concentration, and reach the interior of a cell. The two
other molecules, in particular Hy, exhibit significantly lower perme-
ability and are expected to be found within the membrane.
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Extracting Realistic Kinetics of Rare Activated Processes from
Accelerated Molecular Dynamics Using Kramers’ Theory
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ABSTRACT: The cis-trans isomerization of peptide bonds is very slow, occurring in hundreds of seconds. Kinetic studies of such
processes using straightforwardmolecular dynamics are currently not possible. Here, we use Kramers’ rate theory in the high friction
regime in combination with accelerated molecular dynamics in explicit solvent to successfully retrieve the normal rate of cis to trans
switching in the glycyl-prolyl dipeptide. Our approach bypasses the time-reweighting problem of the hyperdynamics scheme,
wherein the addition of the bias potential alters the transition state regions and avoids an accurate estimation of kinetics. By
performing accelerated molecular dynamics at a few different levels of acceleration, the rate of isomerization is enhanced as much as
1010 to 1011 times. Remarkably, the normal rates obtained by simply extrapolating to zero bias are within an order of experimental
estimates. This provides validation from a kinetic standpoint of the ω torsional parameters of the AMBER force field that were
recently revised by matching to experimentally measured equilibrium properties. We also provide a comparative analysis of the
performance of the widely used water models, i.e., TIP3P and SPC/E, in estimating the kinetics of cis-trans isomerization.
Furthermore, we show that the dynamic properties of bulk water can be corrected by adjusting the collision frequency in a Langevin
thermostat, which then allows for better reproduction of cis-trans isomerization kinetics and a closer agreement of rates between
experiments and simulations.

’ INTRODUCTION

Atomistic molecular dynamic (MD) simulations carried out in
explicit solvent can provide the closest comparison to a realistic
picture of a biomolecular process. In most cases, the main
objectives of such simulations are observation of stochastic
dynamics to understand the detailed reaction mechanisms and
characterization of the system both thermodynamically and
kinetically. These include adequate representation of relevant
conformational states and reliable estimation of rate coefficients.
However, it is very challenging to meet these objectives for
biomolecular processes for a number of reasons. First, there are
computational limitations to simulating the enormous number of
degrees of freedom involved. Second, in spite of significant
improvement, the empirical force fields employed for biomole-
cules are not exact. Third, while most biomolecular processes of
interest occur on time scales of several microseconds or longer,
standardMD is currently limited to only nanoseconds. Even with
advancements in parallel computing, direct MD has become
accessible to a maximum of a few microseconds. This time scale
problem eventually gives rise to the sampling issue even for the
simplest of molecules and can become quite overwhelming, espe-
cially for activated processes that have energy barriers significantly
higher than kBT. Since biomolecular events are stochastic in nature,
one needs to generate multiple trajectories that start from the
reactant and take different reaction paths and times to reach the
product. Also, in order to obtain reasonable kinetics, it is necessary
to have a good sampling of reaction paths. But for long time-scale
processes, it is not possible to observe a sufficient number of barrier-
crossing events during the length of a typical brute-force MD and
hence accurately calculate kinetic rate constants.

Traditionally, the time scale problem is approached using
transition state theory (TST)1,2 and the related reactive flux
method.3 Using the prevalent constrained sampling methods,
one can obtain the free energy profile along the reaction coordi-
nate determined in advance.4-6 Without the need to perform
dynamics in long simulations and observe the actual events, the
rates can be simply estimated from the free energy difference
between the transition and the stable states (i.e., kTST = (kBT)/h
exp(-ΔFq/(kBT))). The TST rates are not accurate, usually
overestimated, because the effects of recrossing the barrier region
are not accounted for and (kBT)/h, which may be a reasonable
prefactor for small organic molecules, is highly inappropriate for
biomolecules. For long time-scale events, the reactive flux
method provides a correction over TST rates (i.e., kRF = κkTST)
from short-time behaviors. Instead of an energy well, trajectories
are initiated in the transition state region and monitored whether
they reach the product/reactant well. From several such trajec-
tories, one can evaluate the transition velocity at the transition
point and the transmission coefficient κ, which gives the fraction
of the trajectories that actually make it to an energy well without
recrossing the transition state region. The rate coefficients can
then be calculated from these quantities and the relative prob-
ability distribution of the transition and the ground states
obtained from equilibrium simulations. In the past, when com-
putational resources were limited to observe complete activated
events, such approaches were useful to study isomerization of
side-chain dihedrals in proteins and estimate rate constants.7,8

However, the results of the reactive flux method depend strongly
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on the choice of the transition point and the reaction coordinate.
For biomolecules with hyper-dimensional potential energy land-
scape, it is very challenging to locate the precise transition point
and choose the correct reaction coordinate that is often a
collective variable involving more than one order parameter.
Besides, the reactive flux method may not be applicable for
certain activated bioprocesses that have broad transition state
regions because the trajectories originating from there may take a
very long time to reach the ground states and thereby not remain
short-time.

Recent efforts toward obtaining a detailed picture of kinetic
behavior of biomolecules from simulation studies have resulted
in several improved methodologies and algorithms.9 These
include transition path sampling,10,11 transition interface sampl-
ing,12 partial path transition interface sampling,13 ensemble
dynamics in combination with distributed computing,14

milestoning,15 Markovian formalism,16 string method,17 forward
flux sampling,18-20 and hyperdynamics.21 With the majority of
these techniques, one need not impose a reaction coordinate, but
relevant order parameters that clearly demarcate the stable states
must be extracted from the simulations. The calculation of rate
constants, in most cases, is not trivial and typically involves
gathering a vast number of short trajectories very many times
from various intermediate hyperplanes between the initial
and final states. Large-scale motions such as the folding of
peptides22-24 and small proteins14 as well as allosteric transitions
in oligomeric proteins25 have been investigated with explicit
solvent simulations. These processes have relatively lower but
rough energy barriers and occur on the microsecond time scale.
On the other hand, kinetic studies of more localized motions
such as the isomerization of backbone dihedrals with large
activation barriers that take place in nanoseconds to milliseconds
have also been implemented in simple dipeptides.26,27 But
compared to rotations around side-chain χ and backbone φ/ψ

torsions that involve single bonds, the cis-trans isomerization of
the ω dihedral angle, i.e., rotation around the peptide bond with
pseudo-double-bond character, has energy barriers in the range
of 30-35 kBT (∼ 20 kcal/mol) and usually occurs on the time
scale range of several hundred seconds.28 Computational kinetic
studies of such extremely slow processes have so far been possible
only with methods based on Voter’s hyperdynamics scheme.21,29

These studies aimed at obtaining either the relative rates of cis-
trans isomerization in different peptides30,31 or absolute rates in
implicit solvent.32 However, computing absolute kinetic rate
constants from simulations in explicit water, which are compar-
able to experimental ones, has never been attempted.

In the hyperdynamics approach,21,33 which is based on TST,
the original potential is raised by adding a bias potential only in
the regions of energy basins but not the transition states, such
that the barriers are lowered and the rate of escape from an
energy basin is significantly increased. Thus, sampling of con-
formations on the modified potential is enhanced. The original
equilibrium properties of the system can be retrieved after simply
correcting for the bias. Similarly, reweighting the actual times of
accelerated events yields the true transition rate. The advantage
of this approach is that no prior knowledge of the reaction
coordinate or potential energy minima or maxima (i.e., barriers)
is required, and therefore it is possible to carry out unconstrained
simulations in which one can actually observe the entire event
without any discontinuity. In Voter’s hyperdynamics scheme, the
transition state regions are identified during the course of the
simulation, which can become computationally very intensive
and impractical for larger biomolecules. In the accelerated MD
treatment proposed by Hamelberg et al.,29 a novel expression for
the bias potential is used, which eliminates the step of dynami-
cally identifying transition states and increases the applicability of
the method to large biological systems.34 Due to improved
sampling of conformational space, the accelerated MD approach
has been shown to capture long time scale protein dynamics and
therefore better reproduce NMR observables such as residual
dipolar couplings, scalar J couplings,35 and very recently also
chemical shifts.36 The bias potentialΔV(r) = (E- V(r))2/(Rþ
(E - V(r)) is continuous, non-negative, and added to the
original potential V(r) only when V(r) falls lower than a preset
boost energy E. Here, the parameter R and the boost energy E
determine the level of acceleration of MD. However, the
introduction of this bias potential should not alter the transition
state regions if one desires original kinetics by reweighting time.
It is very hard to fulfill this condition for hyper-dimensional
surfaces since there are many saddle points that represent the
transition state. This problem is illustrated in Figure 1, which
shows a schematic representation of the original torsional
potential projected along the peptide bond ω dihedral. Also
shown are the modified potentials using two different values of E
but the same R. When E is set below the transition state regions
(red dotted line), the modified potential is not altered around the
saddle points (i.e., ΔV(r) = 0). In the second case, when E is set
to a much higher value (green dotted line), ΔV(r) does not
remain nonzero at the transition state regions. Thus, reweighting
time to obtain true kinetics will not be valid in the second case.

For most biomolecular events, although the second case will
usually be encountered, the retrieval of equilibrium properties at
conditions of zero bias will not be affected. However, estimation
of true kinetic rate constants from accelerated MD will not be
accurate. To overcome this problem, we recently proposed a new
approach37 in which accelerated MD is combined with Kramers’

Figure 1. Schematic representation of original potential and bias
potentials at two different values of boost energy E. The blue curve
depicts a typical torsional potential along the ω dihedral. The potential
has a minimum around 0� representing the cis state, and the trans states
populate the regions around þ and -180� due to periodicity. The red
and green curves show the modified potentials corresponding to two
different values of E (red and green dotted lines).
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rate theory38,39 in the overdamped regime. We successfully
demonstrated that it is possible to retrieve the true rate of cis-
trans isomerization in a simple model system of a peptide bond
(N-methylacetamide) by carrying out simulations at various
levels of acceleration.37

The advantage of this method is that there is no need to
reweight time, and hence, one need not worry about whether
transition state regions are modified or not based on the choice of
parameters that control the extent of accelerations.37 From a
series of accelerated MD simulations where E was kept constant
and R was varied, the rates of escape from the cis well were
obtained directly without any approximations, i.e., by observing
the actual dynamics of the peptide bond with several barrier-
crossing events. Using Kramers’ rate theory in the overdamped
limit, the true rates were then extrapolated to conditions of zero
bias/acceleration (i.e., when R f ¥). Alternatively, the cis f
trans rate could be estimated from a single accelerated MD
simulation. By solving the Smoluchowski equation, the effective
diffusion coefficient on the modified landscape projected onto
the ω dihedral could be calculated directly. If diffusion coeffi-
cients remained nearly constant with the changes in R, one could
then use the effective diffusion coefficient on the modified
landscape and the reweighted free energy profile to estimate
the true cis f trans rate from Kramers’ theory. In our previous
studies,37 we validated our method by obtaining a close agree-
ment between the true rates estimated from a series of accelerated
MD and rates calculated from a long unbiasedMD simulation. To
make cis-trans isomerization accessible to straightforward MD,
we neglected the solvent degrees of freedom and considerably
lowered the potential energy barrier between the cis and the trans
isomers in an artificial manner (i.e., by modifying the default
AMBER parameters for the ω torsional force constants). Both
accelerated and normal MD were then performed on this new
potential in the absence of solvent.

In this work, we apply the same approach to obtain realistic
kinetics of cis-trans isomerization in a simple but biologically
relevant dipeptide solvated in explicit water. We compare the
performance of the commonly used rigid nonpolarizable models
of water, i.e., TIP3P40 and SPC/E,41 in describing the cis-trans
isomerization kinetics. Recently, we carried out the reparameter-
ization of AMBER ω torsions by reproducing experimentally
derived cis-trans equilibria (the value of the ω angle defines the
cis and the trans states) and barrier heights from the accelerated
MDof several model peptides.42 The present study will give us an
opportunity to test whether the new improved parameters
obtained from an equilibrium point of view will also be valid
for the calculation of rate constants that are comparable to
experimental estimates.

’RESULTS AND DISCUSSION

From the biological point of view, studying the process of
cis-trans isomerization, especially of prolyl peptidyl bonds, is
very crucial for understanding the mechanisms of a number of
biomolecular switches43 and the ubiquitously found cis-trans
isomerases.44 Moreover, the distinctly slow phase in the folding
of several proteins is found to be due to cis-trans isomeriza-
tion.45 We therefore chose the glycyl-prolyl peptide (Figure 2)
to study the isomerization kinetics of the prolyl-peptidyl bond.
Also, for this peptide, there is availability of experimental
cis-trans isomerization rates28 against which we could verify
the true rates resulting from our accelerated MD studies.

At first, we simulated the solvated peptide with acceleratedMD
without any temperature regulation; i.e., we carried out micro-
canonical (NVE) runs for 1 μs. For larger systems, the micro-
canonical ensemble is similar to the canonical one, and energy is
conserved for runs of few hundred nanoseconds as the system acts
as its own bath.However, for a small system such as the one used in
this study (with a total of only ∼1600-1900 atoms) and ran for
very long times, the NVE ensemble resulted in very large drifts in
temperature. The fluctuations in the potential and kinetic energy
were not adequately dissipated such that a steady decrease in
temperature was observed across a 1 μs trajectory for each level of
acceleration. Therefore, it was necessary to maintain the tempera-
ture during the course of MD runs using a thermostat. The
temperature is determined by the average kinetic energy of the
system, which in turn depends on the velocities of the particles.
Since a thermostatmaintains the temperature by either rescaling or
modifying the velocities of the particles, its use affects the dynamics
of the system and therefore is not recommended while studying
the kinetics of a process. In a Langevin thermostat, the temperature
is regulated by adjusting the velocity and kinetic energy of each
particle.46 This is achieved by adding a frictional force (γν)
proportional to the velocity of each particle (i.e., each atom of
the system) and a random white noise that follows a Gaussian
distribution with zero mean and variance being a function of mass
of the particle, frictional coefficient γ (or collision frequency), and
the desired temperature. Collisions between the particles cause
friction and thereby dampen the dynamics of the system. In the
case of cis-trans isomerization where the barriers are very large,
there is a clear separation of time scales. Therefore, the perturba-
tion caused by the use of a Langevin thermostat may not
significantly affect the kinetics of cis-trans isomerization as much
as it may to systems with intrinsically much lower barriers and
diffusive dynamics. It has been shown earlier from NVE simula-
tions that the commonly used water models do not reproduce the
dynamic properties of bulk water, namely, the self-diffusivity of
water.47 The self-diffusion coefficient of water in TIP3P is much
larger than that from experiments, suggesting that dynamics of

Figure 2. Glycyl-proline, the model system to study cis-trans iso-
merization kinetics of ω dihedral preceding the Pro residue. The lower
panel shows that different functions are associated with the cis and the
trans isomers in biomolecular switches.
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biomolecules solvated in TIP3P water will be much faster. The
benefit of using a Langevin thermostat is that one can fine-tune γ
to calibrate the self-diffusion coefficient of water against experi-
mentally measured values. One can then investigate biomolecular
dynamics with this preset value of γ . We therefore calculated the
self-diffusion coefficients DH2O of TIP3P and SPC/E water from
the Einstein relation48 (limÆ|r(toþ t)- r(to)|

2æ = 6DH2Ot, where r
is the position at time t of each oxygen and hydrogen atom and the
brackets represent an average over all water atoms and initial time
points t0.); i.e., from the slope of the plots of mean square
displacement vs time in the region of 150-400 ps. A collision
frequency of 9 ps-1 using TIP3Pmatched the computational (this
work) estimate of water’s self-diffusion constant to the empirical
one. The Berendsen thermostat49 rescales the atomic velocities to
control the temperature to the desired value. In doing so, the
conditions of the canonical ensemble are destroyed. Furthermore,
velocity rescaling has been shown to predict water’s self-diffusivity
with significantly larger variation.47 As can be seen from Table 1,
the dynamics in TIP3P water with a Langevin (γ = 1 ps-1) or
Berendsen thermostat is much faster than that expected from
experiments. In spite of this fact, we carried out the simulations of
cis-trans isomerization in all five combinations listed in Table 1 to
investigate the effects of these commonly used water models and
temperature-control protocols on peptide dynamics.

For each combination of water model and thermostat, we
performed accelerated MD at five different values of R (20, 25,
30, 35, and 40 kcal/mol) and kept E constant. Further, for each
value of R, simulations were carried out for as long as 1 μs. We
recorded the value of theω angle preceding the Pro (Figure 1) at
every time step (i.e., 2 fs) and calculated the number of
transitions from the cis to the trans wells in either direction.
We also measured the time the peptide spends in the cis well
before every instance it transitions into the trans configuration
and thus obtained a distribution of dwell times, p(τ). As done in
earlier works,31,37 we then calculated the probability of survival,
S(t), in the cis well for time t and longer from S(t) =

R
t
þ¥p(τ) dt.

Figure 3 shows the survival probabilities at five different levels of
acceleration of cis-trans isomerization in TIP3P water and a
Langevin thermostat with γ = 9 ps-1.

The rates of isomerization from cis to transwere obtained from
single exponential fits to the slow phases. The amplitudes of the
fast phases, which represent the recrossings, reduce as the
barriers become larger and relatively sharper with increasing R.
According to Kramers’ rate theory38,39 in one dimension, the rate
of escape from a well over a barrier of height Fb in the

overdamped limit is given by k = (ωbωc)/(2πξ) exp-
(-Fb/(kBT)), where ξ is the frictional rate and frequencies ωc

and ωb are respectively the curvatures of the well and the barrier
regions that are assumed to be roughly parabolic. The barrier
height Fb varies with R as Fb = F0 - q/(R þ p),31,37 where F0 is
the free energy barrier height for the cis to trans transition on the
reweighted (i.e., unbiased) one-dimensional free energy profile. p
and q are constants from the fit of Fb versus R and are related to
ÆE- V(r)æ and Æ(E- V(r))2æ, respectively. Here Æ...æ denotes an
ensemble average over the configuration space. Substituting ξ =
(kBT)/D, where D represents the apparent diffusivity on a flat
potential, Fb = F0- q/(Rþ p), expressingωb andωc in units of
(kBT)

1/2/(deg) and F0,R, q, and p in units of kBT, and taking the
natural log on both sides results in the linear relation: ln
kcft
R /(ωb

Rωc
R) = ln DR/(2π) - F0 þ q/(R þ p). Here, the

subscript R denotes that the rates, curvatures, and apparent
diffusion coefficients vary with the acceleration factor R.

We calculated the rate of (bidirectional) transition kcft
R from

the cis to the trans wells from accelerated MD simulations using
five different values of R and the curvatures ωc

R and ωb
R from the

respective unweighted free energy profiles. As done earlier,37

assuming DR to be constant, we then obtained the normal rate
constants from the intercept of the plot of ln kcft

R /(ωb
Rωc

R) vs
q/(Rþ p) and the curvatures ωc

Rf¥ and ωb
Rf¥ measured from

the reweighted free energy profile along the ω angle. Figure 4
shows the plot of ln kcft

R /(ωb
Rωc

R) vs q/(R þ p) for simulations
performed in SPC/E and TIP3P water with a Langevin thermo-
stat. For the range of R considered here, the peptide dynamics
(i.e., rate of isomerization) was accelerated by a factor of 1010 to
1011 as compared to normal rates.

From kcft
R obtained from simulations and the effective rate of

escape, kS
R, from the ciswell calculated by solving Smoluchowski’s

diffusion equation on unweighted free energy profiles
corresponding to different values ofR, we estimated the apparent
diffusion coefficients as DR = kcft

R /kS
R. For each water model,

DR did not change significantly with R; i.e., DSPC/E = 9.8(( 1.5) �
1013 deg2/s; DTIP3P(γ=1) = 12.2(( 2.9) � 1013 deg2/s;
DTIP3P(γ=9) = 8.3(( 1.9) � 1013 deg2/s. This suggested that
instead of a series one could perform only a single accelerated

Table 1. Self-Diffusion Coefficients of Different Water
Models Obtained from MD Simulations

watermodel thermostat

collision

frequency,

γ (ps-1)

self-diffusion

coefficient

of water calculated

from MD simulations

at 298.15 K

(� 10-5 cm2/s)

TIP3P Langevin 1 5.067

TIP3P Langevin 9 2.281

SPC/E Langevin 1 2.299

TIP3P Berendsen 4.557

SPC/E Berendsen 2.338

experiments 2.300

Figure 3. Decay of the probability of survival in the cis well for different
levels of acceleration, i.e., R = 20 kcal/mol (black), R = 25 kcal/mol
(red), R = 30 kcal/mol (green), R = 35 kcal/mol (orange), and R = 40
kcal/mol (blue) in TIP3P water using a Langevin thermostat with γ = 9
ps-1. Boost energy, E, is set to 64 kcal/mol. Solid lines are mono-
exponential fits to the slow phases.
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MD and calculate the apparent diffusion coefficient on the
unweighted free energy profile. In the case of a glycyl-prolyl
peptide plugging, D ≈ 1e14 deg2/s and ωc

Rf¥, ωb
Rf¥, and Fb

from the normal free energy profile in Kramers’ rate equation
yielded the rate of cis-trans isomerization (e.g., ∼0.001 s-1 for
TIP3P (γ = 9 ps-1)) very similar to those obtained from a series
of accelerated MD simulations.

The average normal cis to trans rate constants corresponding
to zero bias for each combination of water model and thermostat
are listed in Table 2. Overall, the rates were overestimated by
only an order of magnitude as compared to that measured from
pD-jump experiments.28 Such close agreement even with the use
of an empirical fixed-charged force field was quite encouraging.
This clearly showed that the newly revised AMBER parameters
for ω torsions obtained from matching experimental barrier
heights were appropriate also for reproducing the kinetics of
cis-trans isomerization. Although a Berendsen thermostat is
usually not the choice for temperature regulation and for pro-
viding a canonical distribution, in this case of cis-trans isomer-
ization, it gives kinetic rates similar to those calculated using a
Langevin thermostat. The rates of isomerization were slightly
slower from simulations in a Berendsen thermostat but still
within an order of magnitude of those from experiments.

Molecular dynamics simulations in the TIP3P water model
and Langevin thermostat with a collision frequency of 9 ps-1

yielded the best agreement with experimental estimates of
cis-trans isomerization rates. The calculated rates differed from

experimental ones only by a factor of 2, which was excellent
considering the differences in conditions under which experi-
ments [i.e., pD-jump in deuterated water in combination with
13C or 1H NMR28] and computational simulations are per-
formed. This suggested that the rates obtained from simulations
could be matched more closely to experimentally measured ones
by correcting the self-diffusivity of water. Thus, while using
empirical force fields and imperfect water models for biomole-
cular simulation one could consider γ as a kinetic parameter and
fine-tune it to obtain better agreement with experiments.

Both TIP3P and SPC/E water in combination with a Langevin
thermostat (γ = 1 ps-1) gave very similar results (i.e., faster
kinetics) in spite of the differences in the self-diffusion coeffi-
cients of water calculated with these models. When the collision
frequency was increased to 9 ps-1 in TIP3P water, the kinetics
became slower and much closer to experiments. This could be
explained using the relation of diffusion coefficient and energetic
roughness on a rough and effective 1-D potential proposed by
Zwanzig:50 D = D0 exp[-(ε/kBT)

θ]. Here, D0 is the diffusion
coefficient on the smooth potential and ε is the roughness,
which follows a random distribution reflected in θ = 2. SPC/E
water is rougher than TIP3P [εSPC/E = 1.01, εTIP3P = 0.8751],
which was estimated from the temperature-dependent part
of the above equation that predominantly contributes to the
differences in the effective diffusion coefficients at lower tem-
peratures. At ambient temperature, i.e., 298 K, the effects of
roughness of the two water models (coming from the exponen-
tial quantity in the above equation) already accounts for a factor
of 2 (i.e., DTIP3P ≈ 2DSPC/E). The temperature-independent
part, D0, seems more to be controlled by the frictional drag,
which can be adjusted by the collision frequency in the Langevin-
thermostat setup. Hence, the same values of γ for TIP3P and
SPC/E yielded similar normal rate constants for cis to trans
transitions.

’CONCLUSIONS

Accurate estimation of rate constants from accelerated MD
requires no alteration of potential in the transition state regions
upon addition of the bias. However, for biomolecular processes,
the above condition is often not satisfied. To circumvent this
problem, we applied Kramers’ rate theory in the high friction
regime to the results of accelerated MD to obtain normal rate
constants corresponding to dynamics on the original potential.
We have successfully demonstrated our approach by simulating

Figure 4. Kramers’ plot, i.e., ln kcft
R /(ωb

Rωc
R) vs q/(Rþ p) obtained from acceleratedMD simulations using a Langevin thermostat in (A) SPC/E (γ = 1

ps-1), (B) TIP3P (γ = 1 ps-1), and (C) TIP3P (γ = 9 ps-1). Blue circles are data points from simulations at different values ofR, and red lines are linear
fits to data. Error bars obtained from three independent 1 μs runs are shown in black.

Table 2. Comparison of Rates of cis to trans Isomerization
Obtained from Experiments and Simulations in Different
Water Models and Thermostatsa

water model thermostat

collision

frequency, γ (ps-1)

normal rate

constant (s-1)

TIP3P Langevin 1 0.0137( 0.0093

TIP3P Langevin 9 0.0054( 0.0047

SPC/E Langevin 1 0.0134( 0.0045

TIP3P Berendsen 0.0238( 0.0128

SPC/E Berendsen 0.0208( 0.0109

experiments 0.0022( 0.0006
aThe normal rate constants and their errors listed above are calculated
from three independent runs of 1 μs for each set of water model and
thermostat.
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the kinetics of cis to trans isomerization of a Pro-containing
dipeptide in explicit water. By varying the extent of acceleration
in accelerated MD, the speed of cis-trans isomerization was
increased from hundreds of seconds to tens of nanoseconds. This
allowed us to actually observe the cis to trans transitions several
times and estimate normal rates from linear extrapolation to
conditions of zero bias. The normal rates obtained from accel-
erated MD were in notable agreement with those from experi-
ments, given the use of empirical force fields and water models.
For the first time, our work kinetically validated the AMBER
torsional parameters. We have further suggested that the kinetics
of activated processes could be better reproduced by correcting
the self-diffusivity of water models regularly used in biosimula-
tions. This could be achieved by fine-tuning the collision
frequency in a Langevin thermostat. The present work therefore
provides the encouragement to investigate the kinetics of acti-
vated processes in larger and more complex systems in explicit
water.

’COMPUTATIONAL DETAILS

Using MD simulations, we investigated the cis-trans isomer-
ization in the zwitterionic form of the glycyl-proline dipeptide.
We used the AMBER 10.0 suite of programs52 with the modified
version53 of the parm99 (ff99SB) force field54 and the revised
parameter for theω torsional angles (i.e., V2/2 (X-C-N-X) =
14 kcal/mol).42With the xleap program, the peptide was solvated
in a cubic periodic box of dimensions 28 Å and filled with either
∼600 TIP3P40 or ∼500 SPC/E41 water molecules, which were
placed up to 9 Å away from the peptide. The system was
equilibrated in the NPT ensemble at 1 bar of pressure and a
temperature of 298.15 K. The SHAKE55 algorithm (with a
tolerance of 0.0001) was used to constrain bonds involving
hydrogen atoms, and particle mesh Ewald56 summation was
used for long-range interactions. Short-range nonbonded inter-
actions were calculated with a cutoff of 9 Å with the nonbonded
pair list updated every 20 fs. The pmemdmodule of AMBER 10.0
was modified to carry out production runs with accelerated MD.
Throughout the simulations, the temperature was regulated with
a Langevin46 or Berendsen49 thermostat while the reference
pressure was maintained by coupling to an external bath using a
coupling constant of 1 ps. A time step of 2 fs was used to integrate
Newton’s equations of motions. For accelerated MD, the boost
energy E was set to 50 kcal/mol above the average total torsional
energy of ∼14 kcal/mol. Three independent production MD
runs were carried out for 1 μs (a total of 3 μs) for each of the five
different values of R (i.e., 20, 25, 30, 35, and 40 kcal/mol). This
was done for each combination of water model and thermostat,
summing up the total simulation time to 3 � 5 = 15 μs. From
each production run at each level of acceleration, kcft

R was
obtained and the normal rate constant was calculated from a
linear regression of ln kcft

R /(ωb
Rωc

R) vs q/(R þ p) where the
average values of p and qwere used. Table 2 lists the average rates
with errors obtained from the above procedure applied to all
three runs. In Figure 4, the average ln kcft

R /(ωb
Rωc

R) and its errors
obtained from three runs are shown.

For the calculation of the self-diffusion coefficient of water, the
simulations were carried out with a periodic box of dimensions
19� 19� 19 Å3 and filled with either 362 TIP3P or 364 SPC/E
water molecules. After reaching the density of 0.9855 g/cm3 with
equilibration, the MD run was carried out for 1 ns at 298.15 K
using a Langevin thermostat. For SPC/E, the collision frequency

γ was set to 1 ps-1, whereas for TIP3P, a γ of 1 as well as 9 ps-1

was used in two different simulations.
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ABSTRACT:To achieve acceptable accuracy in fast-switching free energy estimates by Jarzynski equality [Phys. Rev. Lett.1997, 78, 2690]
or Crooks fluctuation theorem [J. Stat. Phys. 1998, 90, 1481], it is often necessary to realize a large number of externally driven trajectories.
This is basically due to inefficient calculation of path-ensemble averages arising from the work dissipated during the nonequilibrium paths.
We propose a computational technique, addressed to Monte Carlo simulations, to improve free energy estimates by lowering the
dissipated work. The method is inspired by the dynamical freezing approach, recently developed in the context of molecular dynamics
simulations [Phys. Rev. E 2009, 80, 041124]. The idea is to limit the configurational sampling to particles of a well-established region of
the sample (namely, the region where dissipation is supposed to occur), while leaving fixed (frozen) the other particles. Therefore, the
method, called configurational freezing, is based on the reasonable assumption that dissipation is a local phenomenon in single-molecule
nonequilibrium processes, a statement which is satisfied by most processes, including folding of biopolymers, molecular docking,
alchemical transformations, etc. At variance with standard simulations, in configurational freezing simulations the computational cost is
not correlated with the size of the whole system, but rather with that of the reaction site. Themethod is illustrated in two examples, i.e., the
calculation of the water to methane relative hydration free energy and the calculation of the potential of mean force of two methane
molecules in water solution as a function of their distance.

1. INTRODUCTION

In the framework of methods devised for estimating free
energy differences, an interesting scenario has been disclosed
by two nonequilibrium work relations, the Jarzynski equality1 (JE)
and the Crooks fluctuation theorem2,3(CFT). These theorems
relate the free energy difference between two thermodynamic states
to the external work performed in an ensemble of realizations
switching the system between such states. The switching procedure
is accomplished through an external control parameter correlated
with some collective coordinate of the system (e.g., an interatomic
distance, a torsional angle, the morphing coordinate in alchemical
transformations, etc.). In the past decade, JE and CFT have found
wide application in biophysical research to investigate the mechan-
ical and elastic single-molecule properties of important biological
molecules such as DNA,4 RNA,5,6 and proteins.7

In computer experiments, the control parameter acts on the
system by means of an externally driven force. Computer simula-
tions based on this type of technique are typically known as steered
molecular dynamics8,9 (MD) or steered Monte Carlo10,11 (MC)
simulations. Specifically, in order to estimate free energy differences
using JE, one equilibrium simulation must first be performed by
constraining the control parameter to the value of one thermo-
dynamic state. During this simulation, microstates (atomic coordi-
nates and momenta in MD simulations and atomic coordinates in
MC simulations) are recorded at regular time intervals. In a second
phase, steeredMD/MCsimulations are performed starting from the
saved microstates, thus realizing nonequilibrium paths where the
control parameter is driven to the value of the second thermo-
dynamic state with the time schedule common to all realizations. In

CFT-based calculations, the protocol described above must also be
applied to the backward direction of the process. Clearly, the
schedule of the control parameter must be reverse in time.

In such calculations, it is of basic importance to improve the
path-sampling efficiency, which globally increases by lowering
the work dissipated during the realizations. To this aim, several
approaches have been developed. They include biased path
sampling,12-15 generation of non-Hamiltonian equations of
motion,16 and optimal protocol strategies.17 A significant speed-
up was also obtained by MD simulations with large time steps.18

A limitation of the methods listed above lies in their drastic
dependence on the sample size. Considering that single-mole-
cule fast-switching experiments perturb the system in a well-
defined region of space around the reaction site, most molecules
far from this site (typically the solvent molecules) may not be
involved in the dissipation process, thus persisting in their state of
equilibrium. This implies that any relevant worsening should be
observed in the performances of nonequilibrium methods if
these molecules were not accounted for in sampling schemes,
simply because their effect on dissipation is negligible. As an
example, we may think of the calculation of the binding free
energy of two solvated molecules. In such a case, the dynamics of
the solvent molecules far from the center of mass of the two
target molecules is irrelevant for dissipation. Another example
could be the calculation of the potential of mean force19,20

(PMF) related to processes of molecular traffic in transport
proteins. Here, the reaction/dissipation site can be localized
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around the protein channel. In spite of the fact that molecules far
from the reaction site do not affect dissipation significantly, they
do affect the overall cost of the computation because, in any case,
all interparticle forces must be calculated to evolve the system. In this
regard, a methodology for improving fast-switching free energy
estimates in large systems via JE or CFT was recently proposed in
the context ofMD simulations by some of us.21 The strategy is based
on the dynamical freezing of a subset of particles which are supposed
to not be involved in the dissipation, while leaving the particles near
the reaction site dynamically active. This freezing is accomplished
with a synchronous scaling of the masses and velocities of the
involved particles by keeping their individual kinetic energy un-
changed. Such an approach allows a less frequent calculation of the
forces between dynamically frozen particles, with a significant low-
ering of the simulation cost. By updating the list of particles belonging
to dynamically frozen and unfrozen regions at regular time intervals,
it has been shown that it is possible to design algorithms independent
of the dynamical evolution of the system.

In this article, we extend the idea of dynamical freezing to MC
simulations. Since in MC simulations the sampling is configura-
tional rather than dynamical, we term the method configurational
freezing (CF). In the context of nonequilibrium MC simulations,
configurational freezing is synonymous with zero probability of
selecting a particle for a trial move. In particular, a particle can be
chosen for a trial move only if its distance from the reaction site is
smaller than a prior established value, whereas selection of
particles that do not meet this condition is skipped. Once a
particle is selected, the trial moves that leave the particle within
the threshold distance from the reaction site are accepted with a
probability that satisfies the detailed balance condition, the other
trial moves being rejected. With respect to standard MC simula-
tions, CF allows enrichment of the sampling in the dissipation
region. It is evident that CF does not preserve the ergodicity,
because sampling occurs only in a limited region of the phase
space. On the other hand, ergodicity is not a requirement for JE
and CFT.2 However, it is important to stress that the initial
microstates must be sampled at equilibrium, and therefore the
preliminary simulation(s), aimed at generating such microstates,
must be carried out without applying CF.

In fast-switching CF simulations, the arbitrariness of sampling
restricted phase-space regions does not introduce any approx-
imation in the method (in fact, as we will show, the validity of CFT
and JE is preserved). Actually, the tunability of CF in terms of the
sampled phase space is used to optimize the calculation, i.e., to reduce
the number of realizations needed to get accurate free energy esti-
mates using nonequilibrium work theorems. This means that CF
could be safely applied even if most particles entering in dissipation
mechanisms were ruled out from the sampling. This aspect can be
better understood considering the limit case of CF where all of the
particles not correlated to the change of the control parameter are
frozen. The ensuing algorithm would lead to switching realizations
infinitely fast, and hence the JE applied to the instantaneous work
samples would correspond to the known free energy perturbation
method.22 If the initial microstates of the instantaneous switching
realizations were picked randomly from equilibrium simulations of
the two end states, then the CFT23 would be equivalent to the
Bennett method.24

As a test case, we report the calculation of the water to
methane relative hydration free energy using alchemical trans-
formations. This system has been widely used to assess the
performances of various free energy methods.25,26 In particular,
we estimate the simulation speedup by using CF in comparison

to the standard fast-switching approach, where the phase-space
sampling of the whole system is performed. It is clear that CF is
well suited to such a type of system, because the reaction/
dissipation site is easily identified as the volume of the sphere
centered on the molecule subject to the alchemical transforma-
tion. The only variable to be defined in the algorithm is the radius
of the sphere which, while not affecting the validity of the
nonequilibrium work theorems, does affect the overall efficiency
of the method.

As a further example, we report on the calculation of the PMF
of two methane molecules in water solution as a function of their
distance. Also this system has been used as a benchmark in
molecular modeling.27-29 This case is however slightly more
complex, because a high-dissipation region cannot be identified
easily. A possible strategy could be to choose the center of mass
of the methane molecules as the center of a sphere within which
solvent molecules are not frozen. This approach would not differ
conceptually from the previous case. However, following ref 21,
we have opted to define the reaction/dissipation region as the
one corresponding to the union of the spheres centered on the
methane molecules.

The outline of the article follows. In section 2.1, we report the
demonstration of the JE and CFT in the context of MC
simulations.2 In section 2.2, we present and justify the CF
algorithm. Technical details on the MC simulations and on the
systems are given in section 3, while the simulation results are
reported and discussed in section 4. Concluding remarks can be
found in section 5.

2. THEORY

2.1. Jarzynski Equality and Crooks Fluctuation Theorem in
Monte Carlo Sampling Schemes. Since CF is addressed to the
application of JE and CFT inMC simulations, here we report the
demonstration of JE and CFT proposed by Crooks2 for such a
type of sampling schemes. Actually, the basic assumptions are
rather general, i.e., that the dynamics of the system is Markovian
and microscopically reversible (principle of detailed balance).
The former condition ensures that the system is memory-less,
while the latter ensures that the system is time reversible and that
the equilibrium probability of the microstates is canonically
distributed.
Suppose that the system is canonical with temperature T. At

step t, the microstate of the system is defined by the vector xt
specifying the positions of all particles and by the externally
controlled parameter λt. In MC simulations, xt and λt evolve with
discrete steps. Therefore, the driven evolution of the system from
the initial microstate, {x0,λ0}, to the final microstate, {xτ,λτ}, can
be represented as a sequence of microstates where moves of
the particles and of the control parameter are made on alternate
steps as

ΓF�fx0, λ0g f fx0, λ1g f fx1, λ1g:::fxτ - 1, λτg
f fxτ , λτg ð1Þ

The previous sequence of microstates defines completely a
driven trajectory during which work is performed on the system
and heat is exchanged between the system and heat reservoir. In
particular, work is done when the control parameter is moved at a
fixed configuration, while heat is exchanged when the particle
positions evolve at a fixed control parameter. The total work
performed on the system, W, and the total heat exchanged with
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the reservoir, Q, are

W ¼
Xτ - 1

t¼ 0

½Eðxt , λt þ 1Þ - Eðxt , λtÞ� ð2Þ

Q ¼
Xτ
t¼ 1

½Eðxt , λtÞ - Eðxt - 1, λtÞ� ð3Þ

where E(xt,λt) is the energy of the microstate {xt,λt}. The reverse
path, ΓR, conjugated to the forward path specified in eq 1 is
simply defined by the reverse sequence of microstates. For such a
path, work and heat are the negative of the forward path
direction. If we assume that the evolution of the system is
Markovian, then the probability of making a transition between
two states depends only on the state of the system at the initial
step. Thus, the probability of following the forward path ΓF

through phase space given the initial state, {x0,λ0}, and the
sequence of the control parameter, {λ0,λ1,...,λτ}, can be split into
a product of conditional probabilities as follows:

P½ΓFjx0, λ0� ¼
Yτ
t¼ 1

P½xt - 1, λt f xt , λtjxt - 1, λt� ð4Þ

In the previous equation, we have implicitly considered that the
moves of the control parameter are performed with a probability
equal to one. In an analogous way, we can define the probability
of the reverse path ΓR as

P½ΓR jxτ , λτ� ¼
Yτ
t¼ 1

P½xt - 1, λt r xt , λtjxt , λt� ð5Þ

The single steps are assumed to be microscopically reversible and
therefore obey the detailed balance condition for all fixed values of λ.

P½xt - 1, λt f xt , λt jxt - 1, λt �
P½xt - 1, λtrxt , λtjxt , λt � ¼ e-βEðxt , λtÞ

e-βEðxt - 1, λtÞ ð6Þ

where β-1 = kBT, with kB being Boltzmann’s constant. Equations
3-6 allow writing the ratio between P[ΓF|x0,λ0] and P[ΓR|xτ,λτ] as

P½ΓFjx0, λ0�
P½ΓRjxτ , λτ� ¼

Yτ
t¼ 1

e-βEðxt , λtÞ

e-βEðxt - 1, λtÞ ¼ e-βQ ð7Þ

If we also specify that both forward and reverse paths start from
equilibrium distributions, then the ratio between the total probabil-
ities of the ΓF and ΓR trajectories becomes

Pðx0, λ0ÞP½ΓFjx0, λ0�
Pðxτ , λτÞP½ΓR jxτ , λτ� ¼ eβ½W - FðλτÞ þ Fðλ0Þ� ð8Þ

where F(λ) is the Helmholtz free energy given the value λ of the
control parameter and W is the work done on the system in the
forward path (eq 2). In going from eq 7 to eq 8, we have considered
the expression of the probability for a canonical distribution

Pðxt , λtÞ ¼ e-βEðxt , λtÞ

e-βFðλtÞ ð9Þ

and the first law of thermodynamics, E(xτ,λτ) - E(x0,λ0) =WþQ
(this is simply obtained by summing eq 2 to eq 3). Equation 8 is the
known expression of CFT relating the ratio of the probabilities of
observing a driven path and its reverse path to the Helmholtz free
energy difference between the two states and to the work W

performed on the system during the forward path. In the case of
constant-pressure constant-temperature conditions, the Helmholtz
free energy is replaced by the Gibbs free energy.30

Given a fixed sequence of the external control parameter, e.g.,
{λ0, λ1, ..., λτ}, an infinite number of paths of the type of eq 1 can
be observed. Indicating with P(x0,λ0)P[ΓF|x0,λ0] the probability
of observing a given path ΓF (see eq 8) and withW the associated
work (eq 2), we can write the path-ensemble average of the
function exp(-βW) as

Æe-βW æallΓF
¼

X
allΓF

expð- βWÞ Pðx0, λ0Þ P½ΓFjx0, λ0� ð10Þ

This average over the forward paths can be changed to an average
over the reverse conjugated paths using eq 8

Æe-βW æallΓF
¼

X
allΓR

e-βΔF Pðxτ , λτÞ P½ΓR jxτ , λτ�

¼ e-βΔF ð11Þ
where ΔF = F(λτ) - F(λ0) and the sum runs over all ΓR paths
conjugated to ΓF. The last step follows because the free energy
difference is path independent, and because probabilities are
normalized. Equation 11 is the JE for the forward direction of the
process. Analogous derivation leads to a very similar expression
for the reverse direction.
2.2. The Configurational Freezing Algorithm. In this section,

we first illustrate the basic aspects of the CF algorithm and describe
its implementation in MC simulations. Then we provide a theore-
tical justification of the method to the light of the requirements
needed for JE and CFT to be valid (see section 2.1):
(1) First of all, the initial microstates of the driven realizations

are generated. As stated in the Introduction, these micro-
states can be picked at regular step intervals31 from an
equilibrium MC simulation fixing the control parameter,
λ, to the value of a state of interest (λ0 in section 2.1). In
order to make realizations in the backward direction,
another equilibrium MC simulation must be performed
fixing λ to the value of the second state (λτ in section 2.1).
CF does not enter into play at this stage, and hence the
generation of the initial microstates is made as in standard
fast-switching numerical experiments.

(2) Once an appropriate number of initial microstates is
obtained, we must define a region of space where the
external perturbation, arising from the driven change of
the control parameter, is supposed to be localized. During
steered MC simulations, only the particles found in this
region will be selected for trial moves, and any attempted
move bringing the particles out of the established region will
be rejected systematically. Therefore, the aim of the algo-
rithm is to relax the system exactly where perturbation
occurs, thus lowering the global dissipated work. Note that
accurate identification of such a region is not strictly
necessary, since the validity of JE and CFT is not condi-
tioned to it. On the other hand, selecting a “good mobility
region” would lead to a computational gain because, for a
given number of MC trial moves, the accuracy of CFT and
JE in recovering free energy differences increases by lowering
the dissipated work.We could summarize the idea by stating
that in fast-switching single-molecule experiments the mo-
tion of atoms far from the reaction site is immaterial.



585 dx.doi.org/10.1021/ct100568n |J. Chem. Theory Comput. 2011, 7, 582–593

Journal of Chemical Theory and Computation ARTICLE

The simplest way to define themobility region is to identify a
sphere, held fixed during the system evolution, including
most particles (atoms, molecules, molecular fragments, etc.)
involved in the driven process. If the radius of the sphere is
large enough, then we may reasonably be confident that an
effective mobility region has been chosen. However, the
radius cannot be very large for not including too many
particles unaffected by the external perturbation. In analogy
with the dynamical freezing technique,21 we term this sphere
the “mobility sphere”. A schematic illustration of this
approach applied to the binding process of two molecules
in a fluid is represented in Figure 1a.
Although the previous scheme can be implemented easily in
MC programs, it does not guarantee good efficiency,
especially when the high-dissipation region has no spherical
symmetry. Typical examples are the unfolding and refolding
processes of biopolymers. A more suitable criterion for
treating asymmetric driven processes is to select more
particles as centers of mobility spheres. Thus, the overall
mobility region corresponds to the union of the single
mobility spheres. For instance, some atoms of the involved
biopolymer could be chosen as centers ofmobility spheres in
driven folding processes. At variance with the criterion
illustrated above, this choice implies that the mobility region
can change in shape and size during the system evolution,32

because the particles associated with the mobility spheres
can in principle be moved. Therefore, the list of mobile and
frozen particles must be updated often during the dynamics,
thus making the current scheme computationally more
expensive. However, for very large systems and strongly
asymmetric driven processes, efficiency can be largely
recovered because the mobility regions are localized there
where dissipation occurs. A schematic representation of the
multiple mobility-sphere approach applied to the binding
process of two molecules in a fluid is shown in Figure 1b.

(3) Before starting forward and backward realizations, the
driving sequence of the control parameter, {λ0, λ1, ..., λτ},
and the sequence of MC moves that realize the free
evolution of the system (the step {xi-1,λi}f{xi,λi} in the
notation of section 2.1) are established. The latter may
occur with an arbitrary scheme such as single-particle
moves, a sequence of single-particle moves, or even

cluster moves. As already stated, the sampling criteria
are that (i) only the particles in the mobility spheres are
subject to trial moves and, among these trial moves, (ii)
only the ones leaving the particles inside the mobility
spheres are accepted with a probability that preserves the
detailed balance, the other moves being rejected. Note
that, as we will prove later, the latter condition is not
independent, but derives from the combination of the
former and the detailed balance. If necessary, after each
MC move, be it a λ or a system move, the list of particles
inside the mobility spheres is updated.

In order to justify CF, it should be proved that the algorithm
preserves the detailed balance condition, i.e., the microreversi-
bility, and that the system evolution is Markovian. These argu-
ments will be addressed in the remaining part of the current
section. We denote the probability of generating a microstate j
from a microstate i as Rij (stochastic matrix). By definition, both
microstates are characterized by the same value of λ. Therefore,
their canonical probabilities, indicated here as pi and pj, are given
by eq 9 with identical free energy F(λ). Without a loss of
generality, suppose that the microstates i and j differ only for
the position of one particle, say the particle n, or, in other words
that a MC move involves the change of position of only one
particle. The matrix element Rij can be decomposed as the
product of two terms, i.e., the probability of selecting the particle
n and the conditional probability of generating the move of
the particle n from its position in themicrostate i, ri, to its position
in the microstate j, rj, given the particle n has been selected:

Rij ¼ Psel½n� Pmove½ri f rjjn� ð12Þ
Typically, the new position rj is randomly picked around the
original position ri, and Pmove[rifrj|n] takes an unknown (but
constant) value that we do not need to determine. In standard
MC sampling, the probability Psel[n] is simply the reciprocal of
the number of particles, which implies that Rij is symmetric.
Since CF and standard Metropolis MC schemes33,34 differ

only for the stochastic matrix (which in both cases depends only
on the current microstate), the Markov condition is trivially
satisfied. The proof that microreversibility is preserved in CF is
simply based on the fact that the CF acceptance ratio is just
derived by imposing the detailed balance condition, which reads
as follows

piRijaccði f jÞ ¼ pjRjiaccðj f iÞ ð13Þ
where acc(ifj) and acc(jfi) are the probabilities of accepting
the trial moves ifj and jfi, respectively. The Metropolis
solution34 for the acceptance ratio is acc(ifj) = min(1,pj/pi).
For simplicity, from now on, we denote the position of the

particle nwith in if it belongs to the mobility region and with out if
it does not belong to the mobility region. In CF, the probability
Pmove[rifrj|n] does not differ from the standard algorithm,
whereas

Psel½n� ¼ N -1
in if the particle n is in

Psel½n� ¼ 0 if the particle n is out
ð14Þ

where Nin is the number of particles inside the mobility spheres.
In principle, we can identify four types of MC moves: in f in,
in f out, out f in, and out f out. Actually, the out f in and
out f out moves are not generated because of the second con-
dition of eq 14. On the basis of eqs 12-14 and considering that

Figure 1. Schematic representation of configurational freezing applied
to the binding process of two molecules in a fluid. Panel a: Fixed mobility-
sphere approach. Themobility region (in dark gray) is kept fixed during the
driven simulations. Panel b: multiple mobility-sphere approach. The
mobility region corresponds to the union of the mobility spheres centered
on the molecules. For the sake of clarity, in both cases, the solvent particles
are represented as a continuum (light gray plus dark gray).
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Pmove[rifrj|n] = Pmove[rjfri|n] by construction, the detailed
balance for the in f in and in f out moves can be written
respectively as

piaccðiin f jinÞ ¼ pjaccðjin f iinÞ
piN -1

in Pmove½xi f xjjn� accðiin f joutÞ ¼ 0
ð15Þ

Solutions of the previous equations are

accðiin f jinÞ ¼ minð1, pj = piÞ
accðiin f joutÞ ¼ 0

ð16Þ

As anticipated, eq 16 implies that MC moves which take one
particle out of the mobility region are never accepted. In
conclusion, the use of the acceptance criteria of eq 16 in steered
MC simulations ensures that sufficient conditions for CFT to be
valid are met. A direct consequence of eq 14 is that CF does not
preserve ergodicity. On the other hand, in order to apply CFT
and JE, the ergodicity may not be satisfied during the λ-switching
simulations (see section 2.1). Rather, ergodicity is a necessary
requirement when producing the initial microstates from equi-
librium simulations. In fact, as remarked at the beginning of this
section (see point 1 above), CF must not be applied in the
preparatory simulations.
We stress again that the choice of the reference particles

(centers of mobility spheres) is not a decisive aspect of the
method, but rather a key point to obtain an effective simulation
speedup. Basically, the choice should be made on the basis of
physical statements, identifying where the control parameter acts
on the system, under the reasonable assumption that dissipation
is a local phenomenon in nonequilibrium processes. Only if we
can localize such a region, we can apply CF with the hopes of an
effective and size-dependent computational gain.
Before concluding the illustration of the method, it is worth-

while to note the correlation existing between CF and an early
sampling method, i.e., preferential sampling.35 This technique
was devised to enhance equilibrium sampling in well-established
regions of space, typically regions around the solute. To this aim,
a high-mobility region is first identified. A parameter p defines
how often we wish to move the out particles relative to the in
ones: p lies between 0 and 1, values close to 0 corresponding to
much more frequent moves of the in particles. A MC move
consists of the following steps: (1) a particle is chosen at random;
(2) if it is in, a trial move is made; (3) if it is out, a random number
is generated uniformly between 0 and 1. If p is greater than the
random number, then a trial move is made. If not, then we return
to step 1 without accumulating any averages. Trial moves are
accepted with a probability dependent on p as follows:

accðiin f jinÞ ¼ minð1, pj = piÞ
accðiin f joutÞ ¼ minð1,Apj = piÞ
accðiout f jinÞ ¼ minð1, Bpj = piÞ
accðiout f joutÞ ¼ minð1, pj = piÞ,

ð17Þ

with A and B being

A ¼ pf1þ ðp - 1Þ = ½pN þ ð1 - pÞNin�g-1

B ¼ p-1f1 - ðp - 1Þ = ½pN þ ð1 - pÞNin�g-1 ð18Þ

whereN is the total number of particles andNin is the number of
in particles in the microstate i. By selecting only in particles (CF
condition), namely, by setting p = 0, the acceptance ratios of

eq 17 take the following forms:

accðiin f jinÞ ¼ minð1, pj = piÞ
accðiin f joutÞ ¼ 0
accðiout f jinÞ ¼ 1
accðiout f joutÞ ¼ minð1, pj = piÞ

ð19Þ

In such a case, since we never select out particles, the last two
statements of eq 19 are immaterial. The CF algorithm is thus
recovered.
We point out that any variety of preferential sampling, such as

those based either on molecular jumps from high- to low-mobility
regions and vice versa35 (themethod described succinctly above) or
on intermolecular distance criteria,36 may also be employed to
enhance sampling around the reaction site in nonequilibrium MC
simulations. In this case, however, a downgrading of the perfor-
mances with respect to CF is expected because MC moves of
particles far from the perturbed region, and hence pretty ineffective
for dissipation, can always be realized.

3. COMPUTATIONAL DETAILS

3.1. Water to Methane Relative Hydration Free Energy.
The calculation of the water to methane relative hydration free
energy, ΔΔGhyd (or ΔΔFhyd), has been taken often as a bench-
mark for comparing free energy methods.25,26 ΔΔGhyd can be
computed through the thermodynamic cycle shown in Figure 2.
Given the free energy differences defined in the figure, the water
to methane relative hydration free energy is

ΔΔGhyd ¼ ΔGðwg f waqÞ -ΔGðmg f maqÞ
¼ ΔGðwg f mgÞ -ΔGðwaq f maqÞ ð20Þ

where waq and wg indicate solvated and gaseous water, while maq

and mg indicate solvated and gaseous methane. The free energy
difference between the systems waq andmaq,ΔG(waqfmaq), can
be written as the sum of two contributions:

ΔGðwaq f maqÞ ¼ ΔGgðwaq f maqÞ þΔGpertðwaq f maqÞ
ð21Þ

whereΔGg(waqfmaq) is the free energy needed to morph water
into methane in the gas phase by taking the molecular structures
as in water solution, whileΔGpert(waqfmaq) is the solvent-phase
perturbation free energy difference between water and methane.
In our case, since a rigid water model and a united-atommethane
model have been used, ΔGg(waqfmaq) equals ΔG(wgfmg).

Figure 2. Thermodynamic cycle used to calculate the water to methane
relative hydration free energy.
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This leads to the equality

ΔΔGhyd ¼ -ΔGpertðwaq f maqÞ
¼ ΔGpertðmaq f waqÞ ð22Þ

Thus, the water to methane relative hydration free energy can be
calculated from a single calculation of the solvent-phase pertur-
bation free energy and compared to the experimental value of
-34.57 kJ mol-1 resulting from subtracting the hydration free
energy of methane,37 8.09 kJ mol-1, from the hydration free
energy of water,37 -26.48 kJ mol-1. However, in order to
prevent comparisons that are biased from inaccurate modeling
of the system (adopted potential models, underlying approxima-
tions in the simulation method, etc.), we found it more appro-
priate to compare ΔΔGhyd estimated from nonequilibrium
methods to that obtained from another well-established metho-
dology such as thermodynamic integration.19

At variance with previous studies25,26 where potential and
structural parameters were varied to morph water into methane
or vice versa, we employ only a change of potential parameters. In
particular, we adopt a morphing energy function dependent on
the reaction coordinate λ as follows:

EðλÞ ¼ E1 þ λðE0 - E1Þ ð23Þ
where E0 is the energy of the waq system and E1 is the energy of
the maq system. On the basis of eqs 22 and 23, we defineΔΔGhyd =
G(λ = 1) - G(λ = 0), where G(λ) is the Gibbs free energy of the
“hybrid” thermodynamic state characterized by the energy function
of eq 23. To calculate E1, the methane united atom has been placed
on the oxygen site of water.
As stated above, the reference value of ΔΔGhyd has been

computed by thermodynamic integration. Various equilibrium
MC simulations have been performed with a fixed λ value (from
λ = 0 to λ = 1 in λ steps of 0.04 for a total of 26 simulations). For
each simulation, the sample was first equilibrated in 165 Msteps
(from now on, we will use Msteps and Ksteps to denote 106 and
103 trial moves, respectively). Equilibration was verified by
monitoring the energy and volume of the system. For each
MC simulation, the average value of the derivative of E(λ) with
respect to λ, Æ∂E(λ)/∂λæλ = ÆE0- E1æλ, has been calculated over
150Msteps. Given this set of averages, the water tomethane relative
hydration free energy is found by solving numerically the integral:

ΔΔGhyd ¼
Z 1

0

DEðλÞ
Dλ

� �
λ

dλ ð24Þ

The error in thermodynamic integration has been determined by
calculating, for each fixed-λ simulation, batch averages of the
quantity Æ∂E(λ)/∂λæλ (for a total of 300 averages per λ value).
Each average has been evaluated over 0.5 Msteps. The standard
error of these averages has then been integrated across the entire λ
coordinate to yield the free energy error.25 Note that this error
analysis will overestimate the error but should be a sufficiently
sensitive reference to allow comparison between the various algo-
rithms.
The equilibrium simulations performed at λ = 0 and λ = 1 have

also been employed to store the microstates used for CF and
standard steered MC simulations (2000 microstates for each
value of λ). Forward and backward nonequilibrium simulations
have been performed using the energy function of eq 23,
changing λ by a constant quantity every single-molecule trial
move. By using the standard algorithm (no CF), various series of

nonequilibrium simulations have been carried out differing in the
number of steps (200, 100, 50, 25, 20, 10, and 5 Ksteps). In CF
simulations, one mobility sphere centered on the oxygen/
methane site of the morphed molecule is adopted. In these
simulations, the numbers of steps reported above have been
employed with a mobility-sphere radius, R, of 1 nm. Other series
of CF simulations have been performed using 100 Ksteps and
different mobility-sphere radii (R = 0.25, 0.30, 0.35, 0.40, 0.45,
0.58, 0.685, 0.85, 1.00, 1.20, and 1.50 nm).
The water molecule is described by a rigid TIP4P model,38

while the united atommodel of ref 39 has been used for methane.
In both models, short-range repulsive and dispersive forces are
accounted for by a Lennard-Jones potential with mixed terms by
Lorentz-Berthelot rules. Electrostatic interactions are calculated
using the standard Coulomb law. A cutoff radius of 1.5 nm is used
to switch off the interatomic potential energies. The simulation
sample is made of one solute molecule subject to morphing and
1678 solvent (water) molecules. Constant-pressure (0.1 MPa),
constant-temperature (298 K) MC simulations have been per-
formed using a cubic box with standard periodic boundary
conditions. The solute and volume moves are both attempted
with a probability of 10-3. Solute and solvent moves consist of
rigid-body translations and rotations, with a maximum transla-
tion of 0.02 nm and a maximum rotation of 5� for the solvent and
10� for the solute. The volume moves changed the volume of the
simulation box by a maximum of 0.4 nm3.
3.2. Potential of Mean Force of a Methane Dimer in Water

Solution. For this type of experiment, most technical details
(potential models, thermodynamic conditions, criteria for MC
moves, etc.) are given in section 3.1. Here, we only report the
basic differences. The system is made of two methane molecules
and 1678 water molecules. The PMF is calculated along the
methane-methane intermolecular distance from 0.3 to 0.7 nm.
In order to eliminate the Jacobian contribution from the PMF,
MC simulations have been realized by displacing the two
methane molecules along a fixed direction. The reference free
energy profile has been calculated using finite-difference thermo-
dynamic integration.40 Specifically, simulations have been run at
various (fixed) z values, z1, z2, ..., zh, where z1 = 0.3 nm, zh = 0.7
nm, ziþ1 - zi = 0.01 nm, and hence h = 41. These parameters
allow good phase space overlap between neighboring simula-
tions. The property accumulated during each simulation is the
free energy gradient ∂G/∂z. The free energy gradients can be
approximated numerically by the finite difference (ΔG/Δz)z,
whereΔG =G(zþΔz)-G(z) can be found using the Zwanzig
formula22

ΔG ¼ - β-1 lnÆe-β½Eðz þ ΔzÞ - EðzÞ�æz ð25Þ
where the average is calculated over the ensemble generated by a
simulation at fixed z (the so-called reference state) whose energy
is E(z). The energy E(zþΔz) is related to the system perturbed
by aΔz increment whose size is 10-4 nm. The PMF as a function
of z is then found by integrating over the measured gradients

GðzÞ ¼
Z z

z1

ΔG
Δz

� �
z

dz ð26Þ

In the case of nonequilibrium numerical experiments, the
initial microstates for the forward and backward realizations have
been picked from equilibrium MC simulations realized with z =
z1 and z = zh, respectively. Therefore, the forward direction is
assumed to correspond to a breaking up of the methane dimer
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(z1 f zh), whereas the backward direction corresponds to an
approach of the molecules (z1 r zh). A total of 2000 initial
microstates have been produced for each direction of the process.
We remark that, in these calculations, the control param-
eter corresponds to the collective coordinate z, which is the
methane-methane distance fixed along a given direction of the
space. The length of the steered MC simulations is 5.04 Msteps.
The control parameter z is moved every 1 step by a quantity of
1.333 � 10-4 nm. In CF steered MC simulations, two mobility
spheres centered on the methane molecules have been consid-
ered. On the basis of the symmetry of the problem, the mobility
spheres have been assumed to be of equal size. The list of inwater
molecules is updated after each move of the control parameter z
and after each volume move. Tests with various values of the
mobility-sphere radius (R = 0.6, 0.8, 1.0, 1.2, and 1.5 nm) have
been realized, including R = ¥ corresponding to standard type
simulations.

4. RESULTS

4.1. Water toMethane Relative Hydration Free Energy. In
applications of CFT to free energy calculations, neither eq 8 nor
its extended form involving work distribution functions (see
eq 20 of ref 3) are of actual practical use, the former because the
probabilities of conjugated twin trajectories cannot be known,
the latter because free energy differences can only be determined
resorting to somehow arbitrary procedures.9 An effective CFT-
based method to estimate free energy differences was developed
by Shirts and co-workers exploiting maximum likelihood argu-
ments.23 The resulting equation, that we report below (eq 27), is
equivalent to that proposed earlier by Bennett in a different con-
text.24 Denoting the work measurements in the forward direction
(λ = 0f λ = 1) asW1

(F),W2
(F), ...,WnF

(F) and those in the backward
direction (λ = 1 f λ = 0) as W1

(B), W2
(B), ..., WnB

(B), the formula
reads as follows:XnF

i¼ 1

1þ nF
nB

eβðW
ðFÞ
i - ΔGÞ

� �-1

¼
XnB
j¼ 1

1þ nB
nF

eβðW
ðBÞ
j þ ΔGÞ

� �-1

ð27Þ

whereΔG =G(1)-G(0)�ΔΔGhyd.ΔG is obtained by solving
eq 27 iteratively. Shirts and co-workers also proposed a way of
evaluating the variance of ΔG from maximum likelihood meth-
ods, by correcting the estimate in the case of the restriction from
the fixed probability of the forward and backward work measure-
ments to the fixed number of forward and backward work
measurements. The variance of ΔG is23

σ2 ¼ -
1

β2
1
nF

þ 1
nB

� �
þ 2

β2

�XnF
i¼ 1

½1þ coshðwðFÞ
i Þ�-1

þ
XnB
j¼ 1

½1þ coshðwðBÞ
j Þ�-1

	-1

ð28Þ

where wi
(F) = βWi

(F) - βΔG - ln(nB/nF) and wj
(B) = βWj

(B) þ
βΔGþ ln(nB/nF). The quantity σ

2 can be calculated onceΔG is
recovered from eq 27.
Estimates of the water to methane relative hydration free

energy obtained from eq 27 using both standard (from now on
ST) and CFmethods are reported in Figure 3 for various series of

steered MC simulations differing in the number of steps. The
result from thermodynamic integration is also reported in the
figure. The radius of the mobility sphere adopted in CF calculations
is 1 nm. The error in thermodynamic integration data has been
calculated as described in section 3.1, while the error bars for
nonequilibrium methods correspond to (σ (eq 28). There are
two most important differences between the CF and ST methods
emerging from Figure 3. First, an overall closer agreement with
thermodynamic integration data is observed for the CF method.
In this respect, it is also significant that the error band related to
the reference free energy (shaded area in Figure 3) encompasses
six out of seven CF free energy estimates, against only three
estimates obtained from ST simulations. In the second instance,
the σ value computed from CF simulations is systematically
smaller than that recovered from the ST approach. Simple
statistical arguments explain why the error increases by decreas-
ing the number of simulation steps. From the radius of the
mobility sphere (R = 1 nm) and from the average size of the
simulated system,41 the number of frozen molecules is estimated
to be, on average, slightly smaller than 92%. This implies that the
number of trial moves of the molecules inside the mobility-
sphere region (i.e., around the reaction site) is, on average, 12
times greater in CF than in ST simulations. The more efficient
sampling around the reaction site obtained with CF leads to
more accurate free energy estimates for all series of steered MC
simulations. Consistently, we note that, regardless of the simula-
tion length, the error resulting from the ST method is roughly
double compared to that from CF. An increase of the former is
even expected for larger simulation boxes.
In this context, we define computational gain as the ratio nst/

ncf between the number of simulation steps needed with ST and
CF to get the same free energy error σ. In Figure 4a, we report σ
(taken from Figure 3) as a function of the number of simulation
steps. Both methods, CF and ST, show a quite regular trend. As
remarked above, the error increases monotonically by decreasing
the number of steps. To estimate the computational gain, the two
sets of data have been fitted with arbitrary functions of nst and ncf,
namely, σ = anst

b for the ST data andσ = a0ncf
b0 for the CF data, where

the fitting parameters are a = 227.885 kJ mol-1, b =-0.44501, a0 =
218.397 kJ mol-1, and b0 = -0.51886. From these functions, it is

Figure 3. Water to methane relative hydration free energy, ΔΔGhyd

(from eq 27), as a function of log10(n), where n is the number of steps in
steered MC simulations. Full circles, ΔΔGhyd from CF simulations; open
squares, ΔΔGhyd from ST simulations. The error bars correspond to (σ
(fromeq28).Thedata are slightly shifted along the abscissa to allow a better
visualization of the error bars. Solid horizontal line: ΔΔGhyd from thermo-
dynamic integration (shaded area bounds the error).
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possible to recover the ratio nst/ncf as a function of σ

nst
ncf

¼ ðσ = aÞ1=b
ðσ = a0Þ1=b0

ð29Þ

Equation 29 is drawn in Figure 4b limiting the σ range to that
observed in our numerical experiments. The computational gain is
consistently above 3.5, and for more accurate free energy estimates
(low values of σ) it can overtake 7. It should be noted, however, that
computational gain could be even greater by increasing the size of the
simulation box. In fact, for a given number of simulation steps, the
performance of CF is almost unaffected by changes in box size, whe-
reas in ST simulations the MC moves would be equally distributed
through the sample with evident worsening of the sampling close to
the reaction site.
The choice of the radius of the mobility sphere(s), R, though

arbitrary in CF, is a key point to improve the efficiency of the
method. The free energy estimates along with the error bars
obtained by using 100-Kstep-long simulations are reported in
Figure 5a for various values of R. For comparison, the result from
the ST simulation is also shown in the figure. It can be noted that
CF outperforms ST for all R values above a threshold of about
0.3 nm. In principle, there are two opposite effects correlated
with a change of R. By decreasing R, the sampling can be more
and more focused on the reaction site, namely, on the particles

mostly involved in dissipation. Although this fact would seem
globally positive for improving the performances of CF, on the
other hand, we must consider that small R values may exclude
important (for dissipation) portions of the system from sam-
pling. To understand the latter aspect, it is useful to think to
the limit case R = 0, which means that all solvent molecules are
configurationally frozen. In such a calculation, only the volume
and the particles bearing the mobility sphere(s) (here, the
molecule subject to morphing) would evolve in time. Clearly,
since most of the system particles are not allowed to relax,
dissipation may be very large with an ensuing increase of the
error. These observations call for the existence of an optimal R
value for which the two effects balance to eventually give a
minimum free energy error. In our system, such a minimum lies
between R = 0.58 and R = 0.685 nm, as can be observed in
Figure 5b, where we show σ as a function of R (data taken from
Figure 5a). It is encouraging that the free energy error is not
strongly sensitive to R changes for distances around the first
solvation shell.25 It should however be remarked that this may
depend on both the chemical nature of the system and the kind of
nonequilibrium experiment (number of steps, type of collective
coordinate correlated with the control parameter, etc.). In spite
of this, we may state with reasonable confidence that CF
outperforms ST if the mobility region encompasses the first
solvation shell at least.
The picture emerging from the previous discussion calls into

play dissipation arguments to explain the dependence of the CF
efficiency by the size of the mobility region, as well as the better
performances of CF with respect to ST at a fixed number of steps.
To quantify this idea, in Figure 6 we report the distribution
functions of the work dissipated in the forward and backward
realizations of the alchemical process. The dissipated work for
the forward and backward realizations is calculated as Wdiss

(F) =
W(F) - ΔG and Wdiss

(B) = W(B) þ ΔG, respectively, where W(F),
W(B), andΔG are defined in eq 27. Specifically, the STmethod is
compared to various CF-based calculations differing in the radius
of the mobility sphere, R. For the sake of clarity, only three
representative radii are reported in the figure: the greatest one
(R = 1.5 nm), one of the smallest (R = 0.35 nm), and the radius
which provides the minimum error (R = 0.685 nm). As expected,
the work distributions in the forward and backward directions of
the process are very different. However, in terms of dissipation,
both directions provide the same information. Overall, in agree-
ment with the hypothesis formulated above, the algorithms with

Figure 4. Error on the water to methane relative hydration free energy.
Panel a: σ (from eq 28) as a function of log10(n), where n is the number
of steps in steered MC simulations. Full circles, data from CF simula-
tions; open squares, data from ST simulations; solid lines, fitted curves
(see text for details). Panel b: computational gain, nst/ncf (from eq 29), as
a function of σ.

Figure 5. Panel a: Water to methane relative hydration free energy,
ΔΔGhyd (from eq 27), as a function of the radius of the mobility sphere,
R. All data refer to steered MC simulations of 100 Ksteps. Full circles,
ΔΔGhyd from CF simulations; open square, ΔΔGhyd from ST simula-
tions. The error bars correspond to (σ (from eq 28). Solid line:
ΔΔGhyd from thermodynamic integration (shaded area bounds the
error). Panel b: σ as a function of R. Full circles, data from CF
simulations; open square, data from ST simulations. The line is drawn
as a guide for the eyes.

Figure 6. Panel a: Normalized distribution functions of the work
dissipated in the forward realizations of the alchemical process
(morphing methane into water). Panel b: Normalized distribution
functions of the work dissipated in the backward realizations of the
alchemical process (morphing water into methane). Black, red, and blue
lines are related to CF simulations using R = 1.5, 0.685, and 0.35 nm,
respectively. Dashed lines are related to ST simulations. All data refer to
steered MC simulations of 100 Ksteps.
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greater mean dissipation also provide greater error (compare
Figure 5 to Figure 6). Accordingly, in Figure 6 we observe that
CFwithR = 0.685 nm gives the lowest dissipation (and hence the
lowest error), while the ST method furnishes the greatest value
for both error and dissipation. However, we must remark that,
from the physical point of view, the error is only indirectly
correlated with the mean dissipation. It rather depends on the
sampling efficiency of low-work values which, on the other hand,
improves by lowering the mean dissipated work (see Figure 6).
Further insights into the performances of CF can be gained by

comparing JE free energy estimates obtained with ST and CF
methods. Using the notation introduced in eq 27, ΔG is
estimated from separate work measurements in the forward
and backward directions of the process as follows:

e-βΔG ¼ n-1
F

XnF
i¼ 1

e-βW ðFÞ
i ð30Þ

eβΔG ¼ nB
-1

XnB
j¼ 1

e-βW ðBÞ
j ð31Þ

The error related to eqs 30 and 31 can be calculated using many
batch path-ensemble averages,42 which would be too computer-
time-demanding for us. However, even the simple comparison of
free energy estimates as a function of the simulation steps gives
useful and clear indications. Results are shown in Figure 7 along
with thermodynamic integration data. As expected, the free
energy estimates from eqs 30 and 31 are globally worse than those
from eq 27 (compare the data with Figure 3). In fact, it is well-
known that JE free energy estimates are strongly biased due to work
exponential averaging.42-46 In our context, it is however important
to observe that, globally, the free energy difference obtainedwithCF
agrees with thermodynamic integration better than that obtained
from the STmethod. This is more evident in backward (fromwater
to methane) than in the forward direction, where in only two cases
SToutperformsCF.These tests show that the knownproblemof JE
arising from biasing in exponential averages may be alleviated if
reversibility is enhanced by using CF.
4.2. Potential of Mean Force of a Methane Dimer in Water

Solution. In this section, we report on the PMF of a methane
dimer in water solution as a function of the methane-methane

distance calculated with thermodynamic integration, ST and CF
methods. Three types of PMF estimators have been considered,
namely, the JE in forward and backward directions, GF(z) and
GB(z), and the bidirectional estimator proposed in ref 47. The JE
free energy profiles are

GFðzÞ ¼ - β-1 lnÆe-βWFðzÞæF ð32Þ

GBðzÞ ¼ - β-1 lnÆe-βWBðzÞæB ð33Þ
where WF(z) is the work done on the system to switch the
control parameter from za to z during the forward realizations
(with za = 0.3 nm) andWB(z) is the work done on the system to
switch the control parameter from zb to z during the backward
realizations (with zb = 0.7 nm). The symbols Æ...æF and Æ...æB
indicate path-ensemble averages over the forward and backward
realizations (see also eqs 30 and 31). Note that GF(z) and GB(z)
are free energies with respect to reference states corresponding to
z = za and z= zb, respectively. The bidirectional PMF estimator,47

GFB(z), is based on eqs 32 and 33 and on the estimate of the free
energy difference between the end states,ΔGab =G(zb)-G(za),
calculated using eq 27:

GFBðzÞ ¼ - β-1 lnðe-βGFðzÞ þ e-β½ΔGab þ GBðzÞ�Þ ð34Þ
In Figure 8, we show GF(z), GB(z), and GFB(z) along with
GTI(z) calculated from thermodynamic integration as described
in section 3.2. GTI(z) agrees well with previous studies.

29,48 For
the sake of clarity, only three representative CF free energy
profiles, obtained with R = 0.6, 1.0, and 1.5 nm, have been
reported in the figure. Significant differences in the performances
of ST and CFmethods are observed. Regardless of the value of R,
the PMFs obtained from CF are in better agreement withGTI(z)
than those obtained from ST. Moreover, we note that the
performances of CF may depend significantly on the radius of
the mobility spheres. For the present system, the radius of 1.0 nm
appears to provide the globally smallest deviation from GTI(z).
However, for a more quantitative comparison, we need to
determine somehow the overall deviation of the estimated PMFs
from the reference. It is known that different PMF estimates such
as GF(z), GB(z), and GFB(z) may differ from GTI(z) for an
arbitrary constant, say q. Therefore, in order to make consistent
comparisons, we have determined q using a least-squares proce-
dure. Specifically, the constant q to be added to, e.g., GF(z), is
calculated by solving the equation ∂η/∂q = 0, where η is the root-
mean-square deviation of GF(z) from GTI(z):

η ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P-1

XP
i¼ 1

½qþ GFðziÞ - GTIðziÞ�2
vuut ð35Þ

The resolution for z employed in eq 35 is 0.01 nm, so that P = 41.
Note that the error on GF(z) and GB(z) obtained using eq 35 is
underestimated, because in work exponential averages biasing is
not uniformly distributed through the space of the z coordinate
(small biasing is typical of initial z points, while large biasing is
typical of final z points49). The minimum η values obtained from
ST- andCF-based PMF estimators are reported as a function ofR
in Figure 9. It is interesting to note that the JE and the
bidirectional estimator, which is based on the CFT, give compar-
able accuracy. This unexpected behavior is quite interesting
because bidirectional methods are known to be in general more
accurate than JE.47,50-56 However, a comparative analysis of
PMF estimators is not the aim of the article, and therefore we will

Figure 7. Water to methane relative hydration free energy, ΔΔGhyd

(from eq 30, JE forward in the panel; from eq 31, JE backward in the
panel), as a function of log10(n), where n is the number of steps in
steered MC simulations. Full circles, ΔΔGhyd from CF simulations;
open squares, ΔΔGhyd from ST simulations. Solid horizontal line:
ΔΔGhyd from thermodynamic integration (shaded area bounds the
error). The lines are drawn as a guide for the eyes.
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not discuss this aspect further. Rather, we are interested in
establishing a comparison between ST and CF approaches once
the PMF estimator is given. In this respect, we note that the
overall features observed for the water to methane relative hydration
free energy (see section 4.1) are also found in the present system. In
fact, as observed above, CF outperforms ST systematically (see η in
Figure 9). This is particularly evident considering the JE estimator
in the forward direction. In such a case, the η value calculated using
ST exceeds the smallest and largest values of η obtained from CF
by about 3.5 and 2.0 kJ mol-1, respectively. Also the free energy
difference G(0.7) - G(0.39) calculated using forward JE with
the ST method (where 0.39 nm is the methane-methane distance
corresponding to the minimum free energy) is very large in com-
parison to the CF outcomes (see Figure 8b).
Another interesting feature of Figure 9 is the almost flat

behavior of η, extending over a quite large interval of R values.
As in the alchemical transformation case study, a minimum is
however observed in the curve error vs R, where the error is

represented here by η. This minimum lies at about R = 1.0 nm,
against R = 0.6-0.7 nm of the alchemical transformation. The
origin of this optimal mobility-sphere radius has been discussed in
section 4.1. Here, we remark on the significant difference between
the two optimal radii, to be ascribed, probably, to the extent of the
external perturbation. It is obvious that in the current experiments
the chemical environment undergoes a large perturbation during
the realizations because the escorted dynamics of the methane
molecules breaks down their own first solvation shell (at least). In
the alchemical transformation, the structural rearrangement of the
solvent around the “hybrid”water-methanemolecule is evidently
less relevant because morphing water into methane and vice versa
does not imply a strong change in molecular volume. In some
sense, the difference observed in the optimal R is a consequence of
the different degree of reversibility of the two processes. This fact is
indirectly supported by the number of steps needed to get reason-
able convergence of the free energy estimates. While in alchemical
transformations even a few simulation steps are sufficient to get
satisfactory accuracy, thousands of steps are instead necessary
for computing the binding free energy of a methane dimer via
nonequilibrium pulling experiments.

Figure 8. PMF of a methane dimer in water solution calculated using
nonequilibrium methods as a function of the methane-methane dis-
tance, z. Panel a: GFB(z) (from eq 34). Panel b: GF(z) (from eq 32).
Panel c:GB(z) (from eq 33). Black lines, data from CF simulations using
R = 1.5 nm; magenta lines, data from CF simulations using R = 1.0 nm;
blue lines, data from CF simulations using R = 0.6 nm; red lines, data
from ST simulations; open circles, data from thermodynamic integra-
tion. Note that the additive arbitrary constants for GFB(z) are chosen so
as to minimize the root-mean-square deviation between GFB(z) and
GTI(z) (see eq 35), while the constants forGF(z) andGB(z) are taken to
set GF(za) = GTI(za) and GB(zb) = GTI(zb), respectively.

Figure 9. Minimum root-mean-square deviation, η (from eq 35), of
methane dimer PMFs from the reference PMF (from thermodynamic
integration) as a function of the radius of the mobility spheres, R. Black
circles: error onGFB(z) estimated fromCF simulations; red circles, error
on GF(z) estimated from CF simulations; blue circles, error on GB(z)
estimated from CF simulations; black square, error onGFB(z) estimated
from ST simulations; red square, error on GF(z) estimated from ST
simulations; blue square, error onGB(z) estimated from ST simulations.
The lines are drawn as a guide for the eyes.

Table 1. Free Energy Difference ΔGab (from eq 27) and σ
Error (from eq 28) for the Methane Dimer in Solution
Calculated Using the ST Method and CF with Various Values
of the Mobility-Sphere Radius, R (in units of nm)a

simulation algorithm ΔGab σ

ST 39.42 0.61

CF (R = 0.6) 40.70 0.37

CF (R = 0.8) 41.86 0.21

CF (R = 1.0) 42.43 0.19

CF (R = 1.2) 42.98 0.24

CF (R = 1.5) 42.86 0.33

TI 44.1 3.4
aThe free energy difference by thermodynamic integration (TI) and the
related error have been calculated as described in the text. All quantities
are in units of kJ mol-1.
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Information complementary to η is gained by the variance of
ΔGab = G(zb) - G(za) calculated from eq 28 on the basis of
maximum likelihood arguments. The data obtained from the CF
and STmethods are reported in Table 1. For comparison, results
from thermodynamic integration are also reported in the table
(in this case, the error has been calculated as described in section
3.1, namely, using 300 batch averages per λ value, each simulation
being of 0.5 Msteps). The similarity of σ (Table 1) and η
(Figure 9) with changing R, especially the position of the
minimum at about R = 1 nm, is remarkable. In agreement with
the discussion above, the CF appears to outperform the ST
method systematically.

5. CONCLUSIONS

The computational method we have presented, called config-
urational freezing, is devised to improve fast-switching free energy
estimates by JE or CFT-based free energy estimators in the frame-
work ofMonte Carlo simulations. Bymodifying the sampling criteria
in steeredMonteCarlo simulations, we are able, for a fixed number of
trial moves, to yield nonequilibrium trajectories where dissipation is
significantly reduced with respect to a normal simulation. This
dissipation decrease ultimately leads to more accurate free energy
estimates. Specifically, we realize driven paths where sampling is
localized around the reaction site. Therefore, the method is based on
the reasonable assumption that dissipation is a local phenomenon in
single-molecule nonequilibrium processes. This is expected in many
processes such as the folding of biopolymers, molecular docking,
alchemical transformations, etc. However, we point out that this
assumption is not necessary for validating nonequilibrium work
theorems (JE and CFT) but rather a statement which provides
physical grounds to the efficiency of the method.

The major shortcoming of configurational freezing lies in the
fact that the choice of the mobility region (the region where
sampling occurs) is basically left to the chemical intuition of the
researcher. The general criterion is that the mobility region must
encompass the particles on which dissipation is localized. This
choice, though it doesn't affect the validity of nonequilibrium work
theorems, is crucial to obtain an effective computational gain. For
simple systems such as the water-methane alchemical transforma-
tion treated here, the mobility region can be defined straightfor-
wardly. In more complex systems and processes such as protein
folding, dissipation cannot be localized easily. For these cases, we
propose a multiple mobility-sphere approach where prior selected
atoms bringmobility spheres and the overall mobility region results
from the union of the single mobility spheres. This methodology
works satisfactorily for our case study, i.e., the calculation of the
potential ofmean force of twomethanemolecules in water solution
as a function of their distance. The self-adaptive property of the
multiple mobility-sphere approach allows for the treatment of a
variety of problems in addition to those illustrated in the present
study and should become determinant in realizing single-molecule
pulling simulations of complex biological systems.

Finally, since configurational freezing does not alter the
algorithms usually employed in steeredMonte Carlo simulations,
it is prone to being combined with other approaches proposed
for improving the efficiency of free energy estimates.
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ABSTRACT: Charge transfer (CT) states and excitons are important in energy conversion processes that occur in organic light
emitting devices (OLEDS) and organic solar cells. An ab initio density functional theory (DFT) method for obtaining CT-exciton
electronic couplings between CT states and excitons is presented. This method is applied to two organic heterodimers to obtain
their CT-exciton coupling and adiabatic energy surfaces near their CT-exciton diabatic surface crossings. The results show that
the new method provides a new window into the role of CT states in exciton-exciton transitions within organic semiconductors.

’ INTRODUCTION

Organic semiconductors (OSCs) hold promise as low-cost
solar cells1-8 and as versatile, flexible, high-contrast display
technologies9-13 that are amenable to cost-effective large-scale
production. Several of the challenges to improving the energy
conversion efficiencies of these devices include maximizing
absorption (or emission) efficiencies, electron and hole trans-
port, and charge collection (or charge recombination).14,15 A
detailed understanding of how these device properties are related
toOSCmaterials and device architecture is important for guiding
the design of semiconductor technologies. In the present study,
we look closely at electronic couplings, which play a valuable role
in providing this understanding.

One reason we might be interested in these couplings is that
spatially localized excitons and long-range CT states play crucial
roles in OSCs. Figure 1 illustrates the interplay of these states at a
generic PV interface between OSC materials A and B. The first
several localized singlet and triplet excitons are presented for
each PVmaterial. A nonlocal CT state that involves both A and B
is also shown. Figure 1 shows two electronic state pathways that
may be involved in free carrier generation. In the first step of the
solar cell's operation cycle, the A-B system is photoexcited to a
singlet excitonic state localized on either A or B. After some time,
the system can undergo a series of relaxations from one exitonic
state to another exitonic state and eventually relax to the CT
state. Finally, the CT state can undergo charge separation to form
free electron and hole charge carriers.16 These charge carriers can
drift toward the electrodes to produce the desired current. The
overall rate of carrier generation depends on the rate of each step.
In optimizing these devices, we wish to choose materials and
device morphologies that maximize the rate of desirable relaxa-
tion mechanisms while minimizing loss mechanism rates.14 A
useful tool for estimating electronic transition rates between
states a and b is the Marcus rate expression:

kab ¼ 2π

h
jHabj2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p exp

-ðλþΔG�Þ2
4λkBT

 !
ð1Þ

Here,ΔG� is the driving force, λ is the reorganization energy, and
Hab = Æψa|H|ψbæ is the coupling between states described by the

wave functions ψa and ψb and Hamiltonian H. Importantly, we
note that the rate is proportional to the square modulus of the
coupling. In this way, the coupling governs the relative magni-
tude of transition rates between states with similar driving forces
and reorganization energies.

Another reason couplings are important is for the conceptual
study of OSC electronic transition mechanisms. To begin this
discussion, it is convenient to describe electronic energy surfaces
as either being diabatic or adiabatic. Given nonorthogonal
diabatic states with energies Haa and Hbb and the coupling
between these states Hab, a generalized eigenvalue problem
(eq 2) can be solved to obtain the corresponding adiabatic states
ψ( � da

(ψa þ db
(ψb and energy surfaces ε(:

Haa Hab

Hba Hbb

 !
d(a
d(b

 !
¼ ε(ad

Saa Sab
Sba Sbb

 !
d(a
d(b

 !
ð2Þ

An important distinction between diabatic and adiabatic states is
that diabatic states are characterized by uniform electronic
character as one moves along an arbitrary nuclear coordinate.
Thus, if a state has ionic (covalent) character at one point on its
diabatic surface, it will have ionic (covalent) character at every
point on that diabatic surface. In contrast, adiabatic states, which
result from rigorously applying the Born-Oppenheimer approx-
imation, may have varied electronic character at different points
on the same adiabatic energy surface. Another way to concep-
tualize the difference between diabatic and adiabatic states is that
diabatic surfaces can energetically cross each other, while adia-
batic surfaces instead undergo an “avoided crossing” near the
diabatic crossings (Figure 2).

The interplay between diabatic and adiabatic states is impor-
tant for understanding electronic transitions.17 That is, neither
diabatic nor adiabatic states can alone describe all mechanisms.
For example, suppose in Figure 2 that the system has been
excited onto the upper adiabatic energy surface at point 2. By
following the diabatic state, the system relaxes to the lower
adiabatic surface at point 3. Meanwhile, starting from point 1, the
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system must follow the adiabat to get to the “product” at point 3.
To put it another way, in Figure 2, the system behaves diabati-
cally when optically activated and adiabatically when thermally
activated. The relative magnitude of these rates is governed by
the electronic coupling, making it is an important quantity for the
mechanistic description of OSCs.

In this study, we present an ab initio method for obtaining
electronic couplings in which the CT states are generated by
constrained DFT (CDFT)18 and the excitons are generated by
time dependent density functional theory (TDDFT).19 This
effort represents an expansion of previous work that described a
method for obtaining electronic couplings between pairs of
CDFT states.20 In addition to being ab initio, the approach
described in this study takes advantage of the balance between
accuracy and computational tractability that the TDDFT and
CDFT methods offer for excited states. After having demon-
strated themethod's utility for constructing the adiabatic states of
two specific and relevant organic dimers, we will briefly discuss
implications of our coupling results for OSC electron and hole
transport.

’METHODS

Linear Response TDDFT. Linear response time-independent
density function theory (TDDFT) is a successful method for
obtaining excited state properties based solely on the response of
the electron density.19 The central object in linear response is the
transition density for the iff excitation:

Fiff ðrÞ ¼ ÆΨijδð̂r-rÞjΨf æ ð3Þ
Together with the transition energy,ωiff, Fifj contains all of the
information needed to determine the intensity of the transition
under an arbitrary field. In TDDFT, the transition density is
expanded in terms of products of the occupied (φj) and
unoccupied (φb) Kohn-Sham (KS) orbitals as21

Fiff ðrÞ ¼
X
jb

ðXjb φbðrÞ φ�
j ðrÞ þ Yjb φjðrÞ φ�

bðrÞÞ ð4Þ

The X and Y amplitudes that appear in this expansion can be
thought of, roughly, as the amplitudes for jfb excitation and
bf j de-excitation in the given transition. These amplitudes are

easily calculated using any of a number of existing implementa-
tions of the linear response TDDFT equations.
While KS-TDDFT relies on a single determinant ansatz for the

ground state and only explicitly considers single excitation/de-
excitation terms in computing the response, it can be proven that
TDDFT gives the exact ωiff and Fifj if the exact exchange-
correlation kernel, fxc, is used.

22 Unfortunately, the exact kernel is
unknown, so one resorts to one of various approximations in
order to apply TDDFT to molecules. For example, one com-
monly assumes that fxc is frequency independent (the adiabatic
approximation) and/or local in space (local density ap-
proximation). One common weakness of the vast majority of
these commonly used functionals is that they do not treat charge
transfer excitations on the same footing with localized valence
excitations.23 Typically, the CT states are far too low in energy—
by an electronvolt or more in some cases—leading to very poor
energy landscapes.24 In practice, this problem can be softened by
the use of range-separated hybrid functionals.25,26 By design,
these functionals treat long-range CT excitations correctly, but
this comes at the expense of also systematically raising valence
excitation energies.27 Within our group, we have explored the
alternative possibility of treating CT states with constrainedDFT
(as described below) and using TDDFT for only the valence
exciton states.
Before moving on to discuss constrained DFT, we make one

note about how we will use TDDFT. In order to compute the
coupling, we will need a surrogate wave function, Φex, for the
TDDFT exciton. A simple ansatz for Φex forces the transition
density betweenΦex and the KS determinant to be equal to the
TDDFT transition density:

ÆΦ0jδð̂r- rÞjΦexæ � Fiff ðrÞ

¼
X
jb

ðXjb φbðrÞ φ�
j ðrÞ þ Yjb φjðrÞ φ�

bðrÞÞ

ð5Þ
This serves as an implicit definition ofΦex. We note that this will
not give us the exact excited state wave function any more than
the Kohn-Sham determinant gives us the exact ground state
wave function. Rather, this prescription gives us an approximate
wave function that preserves an important physical property
of the true system: the transition density. If we restrict our

Figure 2. Cartoon of adiabatic (dashed curves labeledHaa andHbb) and
diabatic (solid curves labeled ε() states at the crossing of the diabatic
states as a function of some nuclear coordinate R. The coupling Hab is
half of the separation between the adiabatic states at the crossing. Points
1 and 3 are connected by an adiabatic state, while points 2 and 3 are
connected by a diabatic state.

Figure 1. Two electron transfer pathways in an organic photovoltaic
material. The spatial location (molecule A or B) of the localized excitons
is denoted by superscript. The CT state is spread over both molecules.
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attention to single excitations from the KS reference, it is easily
verified that

jΦexæ ¼
X
jb

ðXjb þ YjbÞjΦb
j æ �

X
jb

CjbjΦb
j æ ð6Þ

where Φj
b denotes the KS single determinant where the jth

occupied orbital has been replaced by the bth unoccupied orbital.
Similar manipulations have been performed previously in order
to associate a wave function with a TDDFT transition.28

For the exact density functional, TDDFT states are rigorously
adiabatic states because they obey the Born-Oppenheimer
approximation. However, for commonly used approximate func-
tionals, we typically observe that the TDDFT states behave as
diabatic or diabatic-like states. Although there are TDDFT states
that involve a single molecule (e.g., a Frenkel exciton) and states
that involve more than one molecule (e.g., CT between a pair),
these two types of states are generally energetically well sepa-
rated, which essentially ensures that they will behave diabatically.
Identifying the character of a given TDDFT state can be done by
attachment/detachment density analysis.29,30 If the attachment
density is confined to the same molecule as the detachment
density, the state is identified as an exciton. On the other hand, if
the attachment density for a TDDFT state is on a different
molecule than the detachment density, the TDDFT state is
identified as a CT state. This attachment/detachment analysis
can be conducted at several points along a given TDDFT surface
to confirm that the electronic character remains consistent from
one location on the surface to another. We also note that
since excitons are localized on single monomers (i.e., they are
Frenkel-type excitons), exciton energies obtained for dimer
systems at large monomer-monomer separations are expected
to be essentially the same as exciton energies obtained for a
single monomer. Therefore, dimer TDDFT energies that do
not connect to a sum of monomer TDDFT energies at large
separation are typically identified as CT states.
Constrained DFT for Diabatic States. Constrained

density functional theory (CDFT) has been shown to be a
reliable, inexpensive method for obtaining long-range CT state
energies. The details of this approach have been presented
elsewhere.18,20,31-33 Here, we briefly review CDFT and illustrate
the use of this computational tool as it pertains to obtaining
electronic couplings.
In the CDFT formalism, we build constraints of the form

X
σ

Z
wσ
c ðrÞ FσðrÞ dr ¼ Nc ð7Þ

where the sum is over spins such that σ = R or β, c is the
constrained region of the system, wc is a weighting function that
corresponds to the constrained property, and Nc is the expecta-
tion value of the constrained property. Equation 7 is then
combined as a Lagrange multiplier constraint with the Kohn-
Sham energy functional E[F] to generate a new functional

W ½F, fVcg� ¼ E½F� þ
Xm
c

Vc

X
σ

Z
wσ
c ðrÞ FσðrÞ dr-Nc

 !

ð8Þ
where the cth Lagrange multiplier is Vc, and there are m con-
straints. W is then made stationary with respect to F and Vc.

By this procedure, we obtain the energy E(F) as a natural
function of the expectation value Nc. In the present study of
electronic couplings, spin polarized CT states are generated by
applying both charge and spin constraints via eq 7. A charge
constraint is applied that forces the donor (acceptor) molecule to
have an excess charge of þ1 (-1). A concurrent constraint on
the net spin forces the donor and acceptor, respectively, to have
an excess spin of (1/2. Importantly for the present study,
applying these constraints produces CT states that are rigorously
diabatic.
Electronic Couplings between TDDFT and CDFT States.

The electronic couplings whose properties are the focus of this
study are

Hab ¼ ÆψCTjHjψexæ ð9Þ
where ψCT and ψex are the wave functions corresponding to the
CT state and exciton and H is the electronic Hamiltonian. In
particular, we are interested in computing the electronic coupling
between CT states obtained by CDFT and excitons obtained by
TDDFT. To do this, we adapt the constrained approach that has
been successfully demonstrated for obtaining couplings between
CT and neutral states.20

In the constrained approach to electronic couplings, we use
Kohn-Sham determinants to approximate the true wave function.
This allows us to write the coupling matrix element (eq 9) in terms
of a single electronic density. Following this approach, we obtain20

Hab ¼ ðECT þ VCT
c NcÞÆΦCTjΦexæ- VCT

c ÆΦCTjwcjΦexæ
ð10Þ

Here, ECT is the energy of |Φ
CTæ, ÆΦCT|Φexæ is the CT-exciton

overlap, Vc
CT is the CT state's constraining potential (eq 8), and

ÆΦCT|wc|Φ
exæ is the CT-exciton matrix element of the one-

body weight operator wc. This result makes the reasonable
assertion that the electronic coupling depends on both the
magnitude of the orbital overlap and the strength of the potential
that was used to create the CT state.
For the true density functional, ÆΦCT|H|Φexæ is the complex

conjugate of ÆΦex|H|ΦCTæ. However, applying the same logic as
above, we findHba = ÆΦex|H|ΦCTæ = EexÆΦex|ΦCTæ- Vc

exÆΦex|
wc|Φ

CTæ, where Vc
ex is the constraining potential corresponding

to the exciton. For the approximate functionals that are com-
monly used, these two expressions are not equivalent, so the
Hermiticity condition is not fulfilled. To satisfy Hermiticity, we
choose the electronic coupling to be the average of Hab and Hba.
This average is reasonable because Hab overestimates the elec-
tronic coupling when Hba underestimates the coupling, and vice
versa.

Figure 3. Attachment/detachment density plots for triphenylene:1,3,5-
trinitrobenzene illustrating (a) nonlocal CT-like and (b) localized
exciton-like electron densities. Red (green) regions have excess
(deficient) density compared to the ground state.
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Equation 10 reduces the problem of computing the coupling
to obtaining a zero-body overlap and one-body weight matrix
element. In order to obtain a reasonable approximation to these
matrix elements for exction-CT coupling, we note that both
CDFT and TDDFT states can be expressed in terms of Slater
determinants. Therefore, the coupling in eq 10 can be computed
as a sum of zero- and one-body matrix elements of Slater
determinants (eqs 11 and 12).34

ÆΦCTjΦexæ ¼
X
ia

ÆΦCTjΦex
ia æCia ð11Þ

ÆΦCTjwcjΦexæ ¼
X
ia

ÆΦCTjwcjΦex
ia æCia ð12Þ

In these equations, we have used the fact that the aproximate
TDDFT states can written as sums of Slater determinants (eq 6).
Computing each ÆΦCT|Φia

exæ and ÆΦCT|H|Φia
exæ term has an

N3 computational complexity, whereN is the number of electrons in
the system.34 Furthermore, the sums in eqs 11 and 12 are over-
occupied and virtual orbitals, both of which scale with the number of
electrons in the system. Therefore, the total complexity of comput-
ing ÆΦCT|Φexæ or ÆΦCT|H|Φexæ is on the order of N3 � N2 = N5.
With this complexity scaling, computing the coupling of even
medium-sized molecular systems becomes intractable.
To decrease the complexity scaling of the coupling calculation,

we use a Thouless rotation35 to re-express the TDDFT excited
states (eq 6) as a sum of two Slater determinants. In particular, we
define φi((ε) � φi ( ε

P
aCi

a
φa where ε is small, φi is the ith

occupied Kohn-Sham orbital, and φa is the ath virtual Kohn-
Sham orbital. That is, we construct new orbitals φi((ε) that mix
small amounts of the virtual orbitals with each the ith occupied
orbitals. From these constructed orbitals, we build a pair of Slater
determinants Φ((ε) � |φ1((ε) φ2((ε) φ3((ε)...| =
|φ1φ2φ3...| ( ε

P
iaCi

a
φi
a þ O(ε2). Using these definitions, the

TDDFT state becomes

jΦexæ ¼
X
ia

Ca
iΦ

a
i ¼ lim

εf0

ΦðþεÞ-Φð-εÞ
2ε

� �
ð13Þ

With the TDDFT state expressed in this two-determinant form,
the matrix element of eq 11 has the manageable computational
complexity of O(N3).
TDDFT states |Φexæ are generally not orthogonal to the

CDFT states |ΦCTæ because the two states are eigenstates of
different Hamiltonians. For this reason, we apply an orthogona-
lization step to put the couplings we obtain here on the same
footing as couplings obtained by other methods. We define Sij =
ÆΨi|S|Ψjæ and weight matrix wc

ij = ÆΨi|wc|Ψ
jæ, and solve for the

generalized eigenstates of the constraint function

waa
c wab

c

wba
c wbb

c

 !
xna
xnb

 !
¼ n

Saa Sab
Sba Sbb

 !
xna
xnb

 !

where Xn is an eigenvector of Wc and n is its eigenvalue. By
construction, the eigenstates of wc are orthonormal and localized.
We therefore transform the Hamiltonian to the eigenbasis of wc

via ~H =X†HX, and the appropriate (orthogonal) coupling is then
given by the off-diagonal element ~Hab.
A variety of methods have been developed for obtaining

electronic couplings. In particular, if adiabatic energy surfaces

are available, the coupling at the avoided crossing can be
identified as one-half of the minimum energy separation between
the adiabatic surfaces (Figure 2).36 For obtaining couplings away
from the avoided crossing, Mulliken-Hush methods37 are often
applied. A number of other empirical and semiempirical ap-
proaches for obtaining couplings between various types of
electronic states have also been developed.38-43 The present
approach is specialized in that it predicts couplings between two
classes of states for which adiabatic energies are not easily
obtained.
Computational Details. In this paper, we use the 3-21G basis

set, B3LYP hybrid density functional, DFT, CDFT, and full
linear response TDDFT as implemented inQ-Chem.44 The basis
set is intentionally small to speed up the calculations. Since this is
a validation study and our conclusions are largely qualitative, we
do not anticipate that a larger basis would change the picture
significantly. Becke weights45 are used in the constrained popula-
tion analysis. Attachment/detachment analysis29 is used to
obtain the electronic spatial character of the TDDFT states.
Diabatic energy surfaces for the chosen dimers are produced

by making the monomer planes parallel, scanning along the
separation distance between the monomer planes, and obtaining
TDDFT and CDFT states for each separation distance. For the
heterodimers studied, the CDFT constraints were chosen to
obtain the lowest energy CT state.

’RESULTS

Triphenylene:1,3,5-Trinitrobenzene. As a first illustration
of the TDDFT/CDFT coupling method, we chose a dimer
consisting of triphenylene (1,3,5-trinitrobenzene) as the donor
(acceptor). The small size of these molecules allows a straight-
forward search for CT-exciton intersections and demonstrates
many of the issues that arise in obtaining the electronic couplings
of long-range organic dimers.
The attachment/detachment density plots in Figure 3 show

the qualitative difference between exciton and long-range CT-
like states obtained by TDDFT for triphenylene:1,3,5-trinitro-
benzene. In the analysis that follows, we will focus our attention
on the TDDFT states that are manifested by localized densities
such as in Figure 3b.
Figure 4 presents the first several singlet TDDFT states and

the lowest lying CDFT state of triphenylene:1,3,5-trinitroben-
zene. By attachment/detachment analysis, we find that the
lowest nine states have CT-like electronic character as in the left
pane of Figure 3, while the higher lying TDDFT states shown in
Figure 4 have localized excitonic electronic character
(Figure 3b). It is known that for many density functionals such
as B3LYP, CT-like states generated by TDDFT have erroneously
low energies.24 Consequently, the lowest nine TDDFT states
(red curves) in Figure 4 do not correspond to experimentally
observable excitations, and we will thus attempt to disregard
these states in what follows. Meanwhile, the higher-lying singlet
excitations represented by the green curves in Figure 4 are
excitons and are expected to correspond to fluorescence absorp-
tion spectra and form the exciton states of interest.
Excitons are localized on monomers, so they should not

change much in energy as the monomer-monomer separation
increases. This expectation that exciton energies will remain
nearly constant with respect to separation distance provides a
diagnostic for distinguishing excitons from TDDFT CT-like
states that compliments attachment/detachment analysis. For
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this particular dimer, we find that the exciton TDDFT states in
Figure 4 remain at nearly constant energies with respect to the
separation distance, but that the CT-like states erroneously
decrease in energy as the monomer-monomer separation dis-
tance is increased. Meanwhile, CT states are characterized by
charge separation between the two monomers. Thus, one would
expect CT state energies to increase as the monomers are
separated due to the attractive 1/r Coulombic potential between
the CT state's separated charges. Indeed, we find that the CT
state generated by CDFT has a positive slope over the entire
range presented in Figure 4. This points out precisely why we use
CDFT to obtain CT states and TDDFT to obtain excitons:
CDFT correctly describes CT states but knows nothing of the
TDDFT excitons.
Since we will treat the TDDFT excitons as diabatic-like states,

it is important that they have consistent electronic character as
we track along the monomer-monomer separation coordinate.
We observe in Figure 4 that all but one of the CT-like TDDFT
states are separated in energy from the excitons. Only the highest
lying CT-like TDDFT state ever approaches the three lowest
lying excitons S1, S2, and S3, and even then only at separations less
than 3.7 Å. The attachment/detachment densities of S1, S2, and
S3 were inspected near 3.5 Å. S1 and S2 were found to have
localized densities in this monomer-monomer separation range.
S3 is also primarily localized over the entire range presented
in Figure 4, only showing a small amount of charge separation
near 3.5 Å.
The triphenylene:1,3,5-trinitrobenzene CDFT state intersects

three TDDFT states in the inset rectangle of Figure 4.
We computed couplings ~Hab between the CT state and these
three excitons in the region of the crossings. Figure 5 presents
the resulting couplingmagnitudes.We observe that the couplings
are on the order of 1-7 meV and that ~HCT,S3 > ~HCT,S2 > ~HCT,S1.
Therefore, if the reorganization energies and driving forces are
similar, we expect transitions between S3 and the CT state to
occur more easily than transitions between S2 or S1 and the
CT state (eq 1). Another observation is that the couplings
tend toward zero for large monomer-monomer separations.
This reflects the decreasing orbital overlap between the
exciton and CT state. Additionally, we note that although the

attachment/detachment density of S3 shows mild charge separa-
tion near 3.5 Å, the magnitudes shown in Figure 5 are consis-
tently small, as would be expected for couplings between exciton-
like TDDFT states and CT states. It is therefore reasonable to
treat S1, S2, and S3 as diabatic states.
The four adiabatic states that result from solving eq 2 for the

CT, S1, S2, and S3 diabatic states and couplings are shown in
Figure 6. We observe that the adiabatic states avoid each where
the diabatic states intersect. Also, the magnitude of the avoided
crossing is directly related to the associated coupling magnitude.
That is, the adiabatic states near the CT-S1 (S3) crossing most
narrowly (strongly) avoid each other because the coupling
between these states is small (large). Meanwhile, for regions
on the energy surfaces far from avoided crossings, the adiabatic
states are almost identical to the diabatic states. Importantly,
Figure 6 provides a concrete pathway for a nonadiabatic transi-
tion in an organic heterodimer. For example, suppose that the
triphenylene:1,3,5-trinitrobenzene dimer is initially excited to
the highest-lying exciton in Figure 6, and consider how it might

Figure 4. Diabatic energy surfaces for TDDFT excitons (dashed green
curves), TDDFT CT-like states (dotted red curves), and a CDFT CT
state (solid blue curve) for triphenylene:1,3,5-trinitrobenzene as a
function of monomer-monomer separation distance. The inset rectan-
gle encloses crossings of the CT state with three TDDFT excitons and
one CT-like TDDFT state.

Figure 5. CT-exciton coupling magnitudes H~ab for triphenylene:1,3,5-
trinitrobenzene at the diabatic state crossings in Figure 4 as a function of
the monomer-monomer separation distance. Labels indicate which
exciton is coupled to the CT state. We find that the couplings tend
toward zero at large separations.

Figure 6. Diabatic exciton states (labeled green dashed curves), CT
state (labeled solid blue curve), and adiabatic states (dotted red curves)
of triphenylene:1,3,5-trinitrobenzene at the intersections of the CT state
with S1, S2, and S3.
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generate trapped charge carriers. In the diabatic picture, S3 can
transition to the CT state (at around 3.5 Å) and directly relax by
dragging the two monomers closer together, trapping the
electron and hole. Describing the same mechanism in the
adiabatic picture would require starting in the fourth adiabat
andmaking a rapid succession of nonadiabatic jumps (4f 2f 3
f 1). This is not to say that this particular mechanism is
operative in this particular dimer, merely that a mechanism like
this is much easier to describe with the diabatic coupling than
with traditional adiabatic states. We note that a similar mech-
anism (S3 f CT f S1) could be used to describe nonradiative
relaxation between different bright exciton states mediated by the
dark CT state.
Zn-Porphyrin:PTCBI. We have seen that the tripheny-

lene:1,3,5-trinitrobenzene dimer provides an interesting tech-
nical demonstration of the constrained coupling method. Let us
now study the CT-exciton couplings and resulting adiabatic
states of a dimer composed of two organic dyes commonly used
in organic semiconductors. PTCBI (3,4,9,10-perylenetetracar-
boxylic-bis-benzimidazole) is an organic dye often used as as an
electron acceptor in OSCs.1,46,47 It absorbs in the 450-800 nm
range with absorption maxima near 525 and 700 nm.48 Mean-
while, Zn-porphyrin is commonly used in dye-sensitized solar
cells49 and in porphyrin-fullerene solar cells.50 Porphyrins have
an absorption onset near 450 nm51 and have an important role in
photosynthetic systems.52,53

As for triphenylene:1,3,5-trinitrobenzene (Figure 3), we use
attachment/detachment analysis to identify TDDFT states with

excitonic character. Figure 7 contains representative CT-like and
excitonic TDDFT densities.
Figure 8 presents the first several singlet TDDFT states and

the lowest lying CDFT state of Zn-porphyrin:PTCBI. As for
triphenylene:1,3,5-trinitrobenzene (Figure 4), we find that the
CDFT state has a positive slope for the entire range inspected. By
attachment/detachment analysis, the three TDDFT states below
1.7 eV are identified as CT-like. That is, the lowest singlet exciton
states appear above 2.1 eV. Unlike for triphenylene:1,3,5-trinitro-
benzene, there is an energetic delineation between the CT-like
TDDFT states and the excitons, leading to clearly diabatic-like states.
In Figure 8, the CT state intersects three TDDFT states.

Figure 9 presents coupling magnitudes ~Hab for the upper two of
these intersections. As in triphenylene:1,3,5-trinitrobenzene
(Figure 5), we observe that the couplings are on the order of
0-7 meV and tend toward zero for large monomer-monomer
separations. We note that the CT-S3 coupling is much larger
than the CT-S2 coupling. Thus, by eq 1, we might expect more
facile transitions between S3 and the CT state than between S2
and the CT state.

Figure 7. Attachment/detachment density plots for Zn-porphyrin:
PTCBI illustrating (a) nonlocal CT-like and (b) localized exciton-like
TDDFT states. Red (green) regions have excess (deficient) density
compared to the ground state.

Figure 8. Diabatic energy surfaces for TDDFT excitons (dashed green
curves), TDDFT CT-like states (dotted red curves), and a CDFT state
(solid blue curve) for Zn-porphyrin:PTCBI as a function of monomer-
monomer separation distance. The inset rectangle encloses crossings of
the CT state with two TDDFT excitons. We see that the localized
TDDFT states are energetically separated from the CT-like TDDFT
states.

Figure 9. Coupling magnitudes near the CT-S2 and CT-S3 intersec-
tions labeled by the coupled exciton.We find that the CT-S2 coupling is
small over the entire range, and that the CT-S3 couplings tends toward
zero at large separations.

Figure 10. Diabatic exciton states (labeled green dashed curves), CT
state (labeled solid blue curve), and adiabatic states (dotted red curves)
of Zn-porphyrin:PTCBI at the intersections of the CT state with S2
and S3.
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Figure 10 presents adiabatic and diabatic CT and exciton
energy surfaces in the region of the CT-S2 and CT-S3
intersections. We observe that the adiabatic states avoid each
where the diabatic states intersect. The avoided crossing magni-
tudes correspond to their associated coupling magnitude so that
the adiabatic states near the CT-S2 (S3) crossing narrowly
(strongly) avoid each other. Meanwhile, for regions on the
energy surfaces far from avoided crossings, the adiabatic states
are almost identical to the diabatic states. As for tripheny-
lene:1,3,5-trinitrobenzene, we see in Figure 10 that exciton
relaxation in Zn-porphyrin:PTCBI can be mediated by CT
states. Given the roles of PTCBI and Zn-porphyrin as com-
monly used semiconductor devices, these mechanistic details
about their nonadiabatic transitions are of particular interest for
guiding the design of advanced solar cells and light-emitting
devices.

’CONCLUSIONS

We have presented an ab initio method for obtaining the
electronic couplings between excitons and CT states in organic
molecules. The utility of this method has been demonstrated by
applying it to the study of the adiabatic and diabatic states and
nonadiabatic transitions of two organic dimers. These results
provide conceptual details of the mechanisms that allow transi-
tions between CT states and excitons, which is an integral step in
the efficient function of organic solar cells and light-emitting
devices. In particular, these results show how CT states can play
an important role in mediating exciton-exciton transitions
(Figure 11) and conversion of excitons to free carriers.

These calculations show that it is possible to properly couple
the lowest-lying CT state to a manifold of exciton states using
CDFT and TDDFT in concert. Moving forward, one would like
to extend this method in a number of ways. First, it would be nice
if CT states other than the lowest CT state could be treated—this
would allow us to characterize ultrafast relaxation involving
higher-lying CT states. Second, there is a significant amount of
user input that goes into these calculations—most notably the
user must identify the Frenkel-like exciton states from TDDFT
amidst a sea of spurious CT states. Ideally, this screening process
would be automatic. For example, one could restrict the TDDFT
calculation a priori to include only localized excitations. This
would eliminate the need to screen the states manually and could
potentially speed up the TDDFT calculations significantly.
Finally, the calculations presented in this work have been
conducted in the gas phase. Future efforts to compute these

CT-exciton couplings will use condensed phase methods such
as QM/MM54,55 and implicit solvation models56 that simulate
effects due to bulk polarization and nuclear heterogeneity. These
bulk calculations provide reorganization energies and driving
forces that may be combined with the electronic couplings to
provide estimates of OSC transition rates.
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ABSTRACT:We have evaluated the performance of several density functional theory (DFT) functionals for the description of the
ground-state electronic structure and charge transfer in donor/acceptor complexes. The tetrathiafulvalene-tetracyanoquino-
dimethane (TTF-TCNQ) complex has been considered as a model test case. Hybrid functionals have been chosen together with
recently proposed long-range corrected functionals (ωB97X, ωB97X-D, LRC-ωPBEh, and LC-ωPBE) in order to assess the
sensitivity of the results to the treatment and magnitude of exact exchange. The results show an approximately linear dependence of
the ground-state charge transfer with theHOMOTTF-LUMOTCNQ energy gap, which in turn depends linearly on the percentage of
exact exchange in the functional. The reliability of ground-state charge transfer values calculated in the framework of a mono-
determinantal DFT approach was also examined.

’ INTRODUCTION

Since the initial works by Mulliken et al.,1 donor-acceptor
(charge-transfer) complexes have long been of interest. Recently,
they have attracted increased attention due to their role in
organic opto-electronic devices and in particular in organic solar
cells2 and organic light-emitting diodes.3 The performance of
organic photovoltaic devices primarily depends on the electronic
structure at the interface between an electron donor (D) com-
ponent and an acceptor (A) component in both the ground and
excited states. In the excited state, the ability of an exciton present
either on the donor or on the acceptor to dissociate into a charge-
transfer (Dþ/A-) state determines the extent of the generated
photocurrent; in the ground state, the nature of the electronic
interactions between donor and acceptor directly impacts the
charge recombination (Dþ/A- f D/A) process4 as well as the
reverse electrical current in the dark.5 In organic light-emitting
diodes, ground-state charge transfer between a charge-transport
molecule and a molecular dopant that form a D/A complex is
observed in a number of instances to greatly facilitate charge
injection from an electrode into the charge-transport material.3,6

We focus here on the ground state of D/A complexes (while the
description of the electronic structure in the lowest charge-
transfer excited state will be addressed in a forthcoming work).

We are particularly interested in assessing the reliability of
DFT methodologies to evaluate the interaction energy between
the D and A molecules and the amount of charge transfer in the
ground electronic state. DFTmethods have been largely used for
the study of such issues7 but intrinsically lead to a stabilization of
the virtual molecular orbitals (MOs) with respect to the occupied
MOs.8 This is due to (i) the fact that the virtual orbital energies in
DFT are defined with respect to anN-electron problem vsNþ 1
in Hartree-Fock (HF) theory and (ii) the self-interaction error9

that induces, for example, spurious long-range stabilization upon

dissociation,10 overestimates charge-transfer properties,11 and
results in substantial errors for long-range charge-transfer excita-
tions.12 The inclusion of some amount of exact HF exchange
within the exchange functional is one approach often used to
remedy these problems;13 however, such “hybrid” functionals
have been found to fail for the description of long-range interac-
tions. Other methods14 make use of the error function (erf) in
order to separate the (r-1) Coulomb operator into a short-range
and a long-range region, using for example hybrid meta-GGA
functionals for the description of the short-range interactions
(the first term on the rhs of eq 1) and HF exchange for the long-
range interactions (second term):

1
r12

¼ 1- erfðωr12Þ
r12

þ erfðωr12Þ
r12

ð1Þ

The use of such functionals, referred to as ω functionals, has
led in general to important improvements, specifically in the des-
cription of charge-transfer (CT) excited states.15 The ω param-
eter in eq 1 defines the extent of the short- and long-range regions
and is typically taken as a constant optimized for a given func-
tional. However, it has been demonstrated that the delineation
between short- and long-range components (optimal ω) is a
function of the electronic density of the system under study.16 In
order to take this effect into account, Stein et al.15 recently pro-
posed a simple method for optimizing the ω value for each par-
ticular system, leading to much better results, for example, in the
case of CT excited-state calculations.

In the limit of the complete transfer of one electron from
donor to acceptor, the ground-state wave function becomes that
of an open-shell singlet and, as a result, is not well described by
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single-reference methods. The reliability of the ground-state
charge-transfer values computed within the confines of DFT
has been examined previously.17 Geskin et al.17b have underlined
that, in the limit ofweak coupling (vanishingwave function overlap)
between donor and acceptor, integer charge-transfer values should
be expected; i.e., the charge transfer should be either near zero or
near unity. This points consequently to the necessity of a multi-
configurational description. Although spin-unrestricted DFT
approaches may provide a qualitatively correct description of
the charge transfer in such cases,17b this almost certainly results in
a spin-polarized description of the electronic wave function.
When considering single-reference HF and spin-restricted DFT
approaches for weakly coupled complexes, the ground-state
charge transfer was shown to vary in a continuous manner as a
function of the (donor) HOMO-(acceptor) LUMO energy gap,
while the charge-transfer values computed with multireference
methods provided the expected 0-to-1 stepwise evolution.17b

The same description applies in the intermediate coupling
regime, as shown by Avilov et al.17a in the case of a tetrathiaful-
valene-tetracyanoquinodimethane (TTF-TCNQ) complex.
However, these authors pointed out that, in instances where
the charge-transfer values are small (lower than ∼0.2e), the
CASSCF andmonodeterminantal RHF calculations actually give
similar partial charge-transfer values, with a gradual increase in
the amount of charge transferred as theHOMOTTF-LUMOTCNQ

energy gap decreases. As for the strong coupling regime, single
molecule electron transport measurements18 and calculations19

have shown that the amount of charge transferred is expected to
vary continuously with the voltage between electrodes. Thus, the
applicability of single-reference methods for describing D/A
charge transfer depends upon the strength of the electronic
coupling; in addition, when single-reference DFT methods are
indeed applicable, the reliability of the charge-transfer values
computed with DFT methods depends as well on the choice of
the functional.

The aim of our study is to analyze the performance of various
DFT functionals for the description of the charge transfer in the
ground state of donor-acceptor complexes. As a test case, we
have chosen the TTF-TCNQ complex, as it represents a D/A
complex that has been largely studied previously and for which
partial charge transfer is expected; TCNQ derivatives are also
widely used as molecular dopants in organic light-emitting
diodes.3 The DFT functionals were chosen to include hybrid
functionals with a low percentage of HF exchange (B3LYP,13,20

TPSSh,21 B97-1,22 B97-2,23 and PBE024), hybrid functionals
with a high percentage of HF exchange (BMK,25 BHandH,26

BHandHLYP,27 M05-2X,28 M06-2X,29 M06-HF29), and some
of the more recent ω functionals (ωB97X30 and ωB97X-D,31 as
well as LRC-ωPBEh32 and LC-ωPBE33).

’THEORETICAL METHODS

Computations were performed with the Gaussian 09,34

QChem 3.2,35 and Molpro 200936 packages. The isolated mono-
mers of TTF and TCNQ were completely optimized (RMS
gradient 10-3) at the M05-2X/6-311G** level of theory. Geo-
metries for the TTF-TCNQ complex were constructed in
cofacial and parallel-displaced configurations (employing the frozen-
monomer approximation) by varying the distance between the
molecular centers along the z axis and (in the case of the parallel-
displaced configurations) the y axis, see Figure 1. A fixed z
distance (3.45 Å) between the molecular planes was chosen for

the parallel-displaced configurations. Single-point computations
were performed at the level of second-order Møller-Plesset
perturbation theory (MP2),37 spin-component-scaled (SCS)-
MP2,38 and DFT levels of theory employing a 6-311þþG**
basis and various functionals as described above. All of the func-
tionals have been applied as defined in the literature and imple-
mented in their respective programs, with the exception ofωB97X.
For theωB97X functional, results are presented for twoω values:
ω = 0.3 a0

-1 represents the standard value given in the literature,
while ω = 0.23 a0

-1 has been optimized by employing the
procedure by Stein et al.15 and using the standard 6-31G* Pople
basis set.

In order to assess the reliability of the single-reference approa-
ches for describing the D/A complex, complete active-space self-
consistent field (CASSCF) computations and broken-symmetry
unrestricted DFT computations were also performed. The active
space for CASSCF computations included up to eight electrons
in seven MOs. The unrestricted DFT results will not be presen-
ted, as they collapse to those obtained from the restricted DFT
formalism. The interaction energies were calculated with respect
to the isolated monomers and were corrected for the basis-set
superposition error (BSSE) by the counterpoise correction
method of Boys and Bernardi.39 For each method, charge trans-
fer in the ground state is computed on the basis of the natural
population analysis (NPA)40 charges.

The benchmark level considered in this work is SCS-MP2,
which has been shown to reduce the overbinding of the conven-
tional MP2 method. Given the complexity of our system and the
large basis set considered here, we were not able to produce
CCSD(T) values for the interaction energies. However, a com-
parison of CCSD(T) and SCS-MP2 computations in a smaller
6-31G* basis gives very good agreement between these approa-
ches. Couplings between the frontier orbitals of TTF and TCNQ
have been calculated according to the approach described by
Valeev et al.41 with the corresponding matrix elements evaluated
with Gaussian 09.

’RESULTS AND DISCUSSION

1. Frontier Orbital Analysis. On the basis of calculations on
the isolated molecules, the HOMOTTF-LUMOTCNQ energy
gaps, defined as E[LUMOTCNQ] - E[HOMOTTF], are pre-
sented in Table 1 for the various functionals and are plotted in
Figure 2 along with the frontier orbital energies themselves
(HOMOTTF, HOMO-1TTF, and LUMOTCNQ) as a function
of the percentage of HF exchange in the functional (%HF). Both
the HOMOTTF and HOMO-1TTF have been included in the
inset of Figure 2, as both are relevant to our discussion of the
charge transfer, a point that will made more clear in the dis-
cussion below. Figure 2 shows a linear increase in theHOMOTTF-
LUMOTCNQ gap as a function of the percentage in HF exchange.

Figure 1. Tetrathiafulvalene-tetracyanoquinodimethane model com-
plex in the cofacial geometry. The two molecular planes are parallel to
one another.
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The HOMO-1TTF-LUMOTCNQ gap shows a nearly identical
progression (as can be expected from the plots of the orbital
energies in the inset).
The M06-HF functional, which contains 100% HF exchange,

provides the greatest energy gap value among all DFT func-
tionals, slightly over 4 eV. It is topped only by the HF value itself,
4.87 eV; however, as HF virtual orbitals are constructed on the
basis of an N þ 1-electron system, the HOMO-LUMO gaps
from HF are expected to be overestimated. At the other extreme,
the TPSSh functional (that contains just 10%HF exchange) gives
a “negative” gap of -0.802 eV; along with the other low HF-
exchange functionals (B3LYP, B97-1, and PBE0), it provides an
unphysical picture of the frontier energy levels since the LU-
MOTCNQ energy is calculated to be lower than the HOMOTTF

energy for the isolated molecules. Such results are an artifact of
these methods, as the experimental gas-phase values for the
ionization potential of TTF and the (exothermic) electron affi-
nity of TCNQ are 6.7 eV42 and 2.8 eV,43 respectively (which
gives an energy difference of 3.9 eV and suggests that only a
partial charge transfer should be expected when the complex
forms). A preliminary conclusion based on the frontier-orbital
analysis is that DFT methods including a low percentage of HF
exchange will be inappropriate for describing complexes such as
TTF-TCNQ.
Given that a positive value for the HOMOTTF-LUMOTCNQ

gap should be expected, the functionals containing more
than 40-50% HF exchange (i.e., BMK, BHandH, M05-2X,
M06-2X, and M06-HF) and the ω functionals provide for
at least a reasonably physical description. Comparing the
HOMOTTF-LUMOTCNQ gaps from Table 1 to the difference
between the experimental IP value for TTF and the EA value for

TCNQ (3.9 eV), it is found that theωB97X-0.3, LC-ωPBE, and
M06-HF functionals give reliable results.
With regard to the ω functionals, it is not possible to assign

explicit values for the percentage of HF exchange. However, it is
reasonable to expect that the ω functionals with 100% HF ex-
change at long range contain a greater extent of HF exchange
than BHandH, M05-2X, and M06-2X functionals, but a lower
extent than M06-HF, as the latter only has HF exchange. Larger
ω values result in a greater amount of exact exchange (being
evaluated through the second term on the rhs of eq 1). The LRC-
ωPBEh and ωB97X-D functionals with ω = 0.2 a0

-1 conse-
quently contain a lesser degree of long-range HF exchange than

Table 1. Fraction of HF Exchange, Computed HOMOTTF-LUMOTCNQ Gaps, and Computed Ground-State Charge Transfer
(both at the SCS-MP2 geometry and the minimum-energy geometry for the functional) for Cofacial and Parallel-Displaced
Structures of the TTF-TCNQ Model Complex for Various Functionals

qGS (TTF)

method % HF Δ(L-H)a (eV) cofacialb (SCS-MP2) cofacialc (min) parallel-displacedd (SCS-MP2) parallel-displacedc (min)

TPSSh 10 -0.802 0.081 0.308

B3LYP 20 -0.324 0.066 0.019 0.285 0.199

B97-1 21 -0.260 0.071 0.050 0.281 0.234

PBE0 25 -0.051 0.058 0.042 0.260 0.233

BMK 42 0.816 0.053 0.059 0.206 0.216

BHandH 50 1.386 0.054 0.111 0.160 0.242

M06-2X 54 1.514 0.047 0.074 0.153 0.213

M05-2X 56 1.532 0.049 0.081 0.166 0.232

LRC-ωPBEh 79.9e 2.966 0.040 0.027 0.132 0.091

ωB97X-D 80.9e 3.020 0.042 0.053 0.129 0.157

ωB97X-0.23 83.4e 3.156 0.041 0.118

ωB97X-0.3 92.3e 3.646 0.037 0.037 0.083 0.083

LC-ωPBE 97.7e 3.941

M06-HF 100 4.139 0.035 0.076 0.063 0.142

HF 4.843 0.026 0.045

CASSCF 0.034 0.039

MP2 0.052 0.052 0.095 0.095
aΔE(LUMOTCNQ,HOMOTTF) for the isolated molecules. bCofacial geometry at an intermolecular separation of 3.45 Å, corresponding to the SCS-
MP2mimimum. cCofacial or parallel displaced (at fixed 3.45 Å interplanar distance) geometry corresponding to the minimum-energy geometry for the
functional. d Parallel displacement of 3.00 Å at a fixed intermolecular distance of 3.45 Å, corresponding to the SCS-MP2minimum. e Effective values (see
text for details).

Figure 2. ComputedHOMOTTF-LUMOTCNQ gap (orange diamonds).
[Inset] Computed HOMOTTF, HOMO-1TTF, and LUMOTCNQ en-
ergies as a function of the percentage of HF exchange. The % HF for ω
functionals are effective values (see text for details).
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ωB97X-0.23 (ω = 0.23 a0
-1), which in turn contains less HF

exchange than ωB97X-0.3 (ω = 0.3 a0
-1) or LC-ωPBE (ω =

0.4 a0
-1). Using the HOMOTTF-LUMOTCNQ gaps and the

percentage of exact exchange for the standard functionals (results
from Table 1), we have used a simple linear regression to approx-
imate the relationship between the computed gaps and the per-
centage of exact exchange, see Figure 2. This relation has been
employed to assign effective percentages of exact exchange to the
ω functionals; the values are calculated to range between 80 and
97% (Table 1), which indicates the significance of the long-range
exact exchange in these functionals. It is worth noting that, while
remaining greater than∼60% HF, these effective values could be
different for other systems, as the contribution from HF ex-
change is a function of the electronic density.16

2. Interaction Energies. The ground-state charge transfer
will depend heavily upon the relative geometry and orientation of
the D/A molecules in the complex, falling off quickly with dis-
tance (due to the exponential decay of the overlap) and being
impacted strongly by symmetry considerations (as discussed
below). We thus turn our attention to the description of the
ground-state potential energy surfaces. The potential energy
surfaces provided by several functionals for the cofacial structure
can be found in Figure 3. The SCS-MP2 values (taken here as a
reference) predict a minimum of 12.02 kcal mol-1 (as compared
to 17.16 kcal mol-1 at the MP2 level) at a separation of 3.45 Å
between the molecular planes (3.25 Å at the MP2 level). The
MP2 approach thus appears to substantially overbind for this sys-
tem. As mentioned previously, CCSD(T) and SCS-MP2 compu-
tations in the smaller 6-31G* basis predict similar binding ener-
gies (7.24 and 8.16 kcal mol-1, respectively), which are much
smaller than the MP2 reults for this basis set (11.75 kcal mol-1).
Turning to the results for the DFT approaches collected in

Figure 3, a rough separation into two groups of functionals can be
observed. In general, only the long-range corrected functionals
(in red) and functionals containing a high admixture of exact HF
exchange (in blue) provide potential energy surfaces and inter-
action energies in overall good semiquantitative or qualitative
agreement with the SCS-MP2 results. The best performance is
shown by the ωB97X functional (whose results differ from the
SCS-MP2 results by ∼1 kcal mol-1), while the M05-2X,
BHandH, ωB97X-D, M06-2X, and M06-HF functionals over-
estimate the interaction energy by ∼2-7 kcal mol-1. The spu-
rious maximum observed with the BMK functional (which remains
even with an unrestricted approach) is surprising. On the other

hand, all of the traditional functionals containing less than∼30%
HF exchange (in green) provide an overall very poor description
of the interaction energies with respect to the benchmark results,
underbinding by more than ∼7 kcal mol-1.
While there are many differences between the two groups of

functionals, we will focus here on the correlation with the amount
of exact exchange in the functionals (see also Table 1). It is well-
known that the inclusion of exact exchange is important for
correcting the self-interaction error effects, which in turn reduces
the delocalization error.11b Accordingly, the standard hybrid
functionals containing a small fraction of HF exchange (such
as TPSSh, B3LYP, and PBE0) show an overall poor description
of the binding. While high admixtures of exact exchange appear
to be required for the description of the binding in the TTF-
TCNQmodel complex, the differences between, for instance, the
BHandH and BHandHLYP results (both containing 50% HF
exchange) indicate the importance of the specific form of the
exchange functional as well. Similar observations can be made for
the ω functionals. The ωB97X functional (containing up to
100% exact exchange at long range) provides the best perfor-
mance, which underlines the importance of the long-range exact
exchange. However, ωB97X-D (containing also up to 100%
exact exchange at long range) overestimates the interaction
energy, while LRC-ωPBEh and LC-ωPBE underestimate by
more than 7 kcal mol-1 in comparison to SCS-MP2. These ob-
servations point clearly to the importance of a careful balance
between the long-range exact exchange and the quality of the
short-range exchange and correlation.
It is worth mentioning that theω values in the considered LR-

corrected functionals vary between 0.2 and 0.4 a0
-1; this

corresponds to approximately 1/ω ∼ 3-5 a0 and indicates that
the separation between the short-range and long-range regions is
located around 2-3 Å. The TTF-TCNQ intermolecular se-
paration lies just beyond this range (3.45 Å); as a consequence,
the complex appears to be qualitatively correctly described by
both middle-range functionals (M06-2X and M05-2X) as well as
long-range corrected functionals.
The potential energy surfaces for the parallel-displaced con-

figurations (at a fixed intermolecular distance of 3.45 Å) are
included in Figure 4 forMP2, SCS-MP2, and a subset of the DFT
functionals investigated. A local minimum (some 5 kcal mol-1

above the cofacial configuration) is predicted by all approaches for
a parallel displacement around 3.25 Å. Geometry optimizations

Figure 3. Potential energy surfaces for the cofacial model complex of
TTF-TCNQ computed at various levels of theory with a 6-311þþG**
basis. All values are corrected for BSSE as described in the text.

Figure 4. Potential energy surfaces for the parallel-displaced model
complex of TTF-TCNQ (with a fixed interplanar separation of 3.45 Å)
computed at various levels of theory and with a 6-311þþG** basis. All
values are corrected for BSSE as described in the text.
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starting from these points give real minima without imaginary
frequencies; the calculated interaction energies on the order of
7-12 kcal mol-1 are consistent with the presence of complexes
with such configurations in polar solvents, as observed experi-
mentally by Tomkiewicz et al.44

The overall performance ofωB97X remains quite good for the
description of the parallel-displaced structure, where the results
can be seen to strongly parallel the SCS-MP2 results. For the case
of the Minnesota functionals, M05-2X provides interaction
energies that are overall closer to the SCS-MP2 results. Both
M05-2X and M06-2X (each containing slightly more than 50%
HF exchange) predict a slightly deeper well for the second
minimum (at a parallel displacement of approximately 3.0 Å),
while M06-HF predicts a much shallower second minimum. All
of the functionals presented contain a high admixture of HF
exchange and provide a qualitatively correct description of the
parallel-displaced potential energy surface.
3. Ground-State Charge Transfer. In D/A systems, the

ground-state wave function (ΨGS) can be expressed as a linear
combination of the neutral donor and acceptor components
(ΨD,A) with a small admixture of a charge-transfer state (ΨCT):

ΨGS ¼ ΨD, A þ cΨCT ð2Þ
The mixing of ΨD,A and ΨCT in this expression is proportional
to the coupling (V) between the covalent and ionic states and
inversely proportional to their energy difference (ΔE). When the
wave function in eq 2 is taken as a first-order corrected wave
function in a perturbative development, the coefficient describ-
ing the contribution of the charge-transfer state is given by c = V/
ΔE, and the amount of charge transferred in the ground state can
be expressed as17a q � (V/ΔE)2. Thus, in the framework of a
monodeterminantal description of the ground-state wave func-
tion where the charge transfer can be considered as an electron
jump from an occupied frontier orbital (HOMO or HOMO-1)
of TTF to the LUMO of TCNQ, the energy difference between
these orbitals as well as their electronic coupling are the key
parameters defining the amount of charge transferred.
The electronic coupling between the orbitals is very sensitive

to the relative orientations/positions of the molecules forming
the complex45 and dominates the evolution of charge transfer
with increasing intermolecular distance due to the exponential
decrease in wave function overlap. This can be seen when
examing the left panel of Figure 5, where qGS is depicted as a

function of intermolecular distance in the cofacial configuration.
The amount of charge transferred clearly falls off quickly with
increasing separation (decreasing coupling) between the TTF
and TCNQ molecules. While all functionals depict this feature,
the functionals containing small amounts of HF exchange
(B3LYP and B97-1) provide qGS values that fall off more
quickly in the intermediate region than for MP2 or the LRC
and meta-GGA functionals.
The dependence of qGS on intermolecular separation can also

be clearly observed from the results in Table 1. At the SCS-MP2
minimum (3.45 Å), both B3LYP and B97-1 functionals (that
contain similar percentages of HF exchange) provide similar descrip-
tions of qGS in the cofacial arrangement and values somewhat
larger than for BHandH. However, when comparing the mini-
mum-energy cofacial structures for each functional, the much
poorer performance of B3LYP and BHandH in describing the
intermolecular separation manifests in a rather poor description
of qGS as well. B3LYP predicts a much larger intermolecular
separation (see Figure 3) and consequently a much smaller qGS,
while BHandH strongly overbinds and presents a very short
intermolecular distance and thus a greatly exaggerated qGS value.
The overall more reasonable description of the PES afforded by
B97-1 provides for qGS values (at the respective minima) that are
very close to the SCS-MP2 values.
With respect to the electronic coupling, the significance of the

wave function overlap is clearly delineated when comparing the
cofacial and parallel-displaced conformations of the TTF-
TCNQ complex. The HOMOTTF, HOMO-1TTF, and LU-
MOTCNQ orbitals (depicted in Figure 6) are all relevant for
understanding the ground-state charge transfer in TTF-TCNQ.
Both theHOMO-1TTF andLUMOTCNQorbitals possess ungerade
symmetry, while the HOMOTTF is of gerade symmetry. In the
cofacial conformation, the wave function overlap (and thus the
electronic coupling) between HOMOTTF and LUMOTCNQ

vanishes for symmetry reasons, leaving the HOMO-1TTF-LU-
MOTCNQ coupling (and energy difference) as the leading contri-
butor to the charge transfer.
This effect can also be observed from the qGS values depicted

for the parallel-displaced configuration in Figure 5 (right panel).
For a given parallel-displaced geometry, the HOMOTTF-LU-
MOTCNQ overlap (and the corresponding electronic coupling)
depends on the relative positions of the HOMOTTF and
LUMOTCNQ nodal surfaces (Figure 6). The minimum observed

Figure 5. NPA charge transferred in the ground state (qGS) calculated with the different functionals, plotted either as a function of (left panel) the
interplanar distance in the cofacial configuration or (right panel) the horizontal displacement at a fixed interplanar distance of 3.45 Å for the
TTF-TCNQ model system.
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in the qGS values for parallel displacements around 1.75 Å and the
maximum observed for displacements of ca. 3.0 Å are consistent
with theHOMOTTF-LUMOTCNQ couplings of 0.075 and 0.708
eV calculated at these geometries, respectively (absolute values
calculated with the ωB97X functional). The decrease in the qGS

values with parallel displacements around 1.5-1.75 Å is driven
by a decreased HOMO-1TTF-LUMOTCNQ coupling and a
mere increase in the HOMOTTF-LUMOTCNQ coupling (which
can be ascribed to the small HOMOTTF-LUMOTCNQ overlap
value of 0.0057 at 1.75 Å). The importance of employing
functionals with a high admixture of HF exchange can be seen
when considering the qGS values for the parallel-displaced structures
in the right panel of Figure 5, where both B3LYP and B97-1 greatly
overestimate the contribution from theHOMOTTF-LUMOTCNQ

coupling and, as a result, the amount of charge transferred.
Thus, changes in geometry and conformation do strongly

impact the electronic coupling and charge transfer; also, simple
symmetry arguments can explain vanishingly small charge-trans-
fer values. However, for a given geometry, the electronic coupling
can still vary largely as a function of the choice of DFT functional.
This is demonstrated to be the case for the cofacial geometry, see

Figure 7, where the electronic coupling between HOMO-1TTF
and LUMOTCNQ is calculated to vary by a factor of 2 among the
various functionals. The computed couplings follow a nearly
linear dependence upon the amount of exchange, increasing by a
factor of∼2.3 on going from the TPSSh functional (10% HF) to
the M06-HF functional (100% HF).
The NPA charges in the ground state (qGS) for both the

cofacial configuration and the parallel-displaced configuration of
3.0 Å are included in Table 1 and plotted in Figure 8. The MP2
calculations, which are generally used for the evaluation of net
atomic or fragment charges, give values that are between those
from HF and TPSSh. For the cofacial geometry at an inter-
molecular distance of 3.45 Å (absolute minimum in the potential
energy surface), the ground-state charge transfer varies by only
0.05e among the functionals with a maximum value of 0.08e for
TPSSh. As underlined above, the small values calculated in the
case of the cofacial geometry are a consequence of the symme-
tries of the HOMOTTF and LUMOTCNQ orbitals (Figure 6),
which leads to a vanishing electronic coupling; on the other hand,
in spite of the rather strong coupling between HOMO-1TTF
and LUMOTCNQ, there exists a substantial energetic difference
between these orbitals (roughly 2 eV larger than the HOMO
-LUMO gap, Figure 2).
This situation is very different in the parallel-displaced con-

figuration where the amount of charge transferred increases in
some instances to over 0.3e, see Figure 8. It is interesting to note
that, while the coupling increases (in some cases by more than a
factor of 2), the amount of charge transferred decreases almost
linearly with the admixture of exchange. Recalling that q � (V/
ΔE)2, it can be readily understood that the dominant factor is
the large (∼5 eV) increase in the HOMOTTF-LUMOTCNQ

(HOMO-1TTF-LUMOTCNQ) energy splitting in the denomi-
nator with increased % HF.
4. Reliability of DFT Charge-Transfer Values. In order to

assess the reliability of the results obtained in the framework of
the monodeterminantal approach, CASSCF computations were
performed for both cofacial and parallel-displaced (correspon-
ding to the greater qGS) geometries. The active space employed
includes eight electrons in seven molecular orbitals, although the
HOMOTTF, HOMO-1TTF, and LUMOTCNQ orbitals provide
the dominant contributions to the charge transfer. In both
geometries, the calculated CASSCF NPA charges (Table 1)
are lower than 0.1e and the coefficients for the charge-transfer
configurations in the CASSCF wave function are vanishingly

Figure 6. Sketch of the HOMO-1TTF, HOMOTTF, and LUMOTCNQ

orbitals.

Figure 7. Electronic coupling (eV) between HOMO-1TTF and LU-
MOTCNQ for the cofacial TTF-TCNQ model system (3.45 Å inter-
molecular distance) calculated with various functionals and plotted as a
function of % HF exchange.

Figure 8. NPA charge transferred in the ground state (qGS) calculated
with the different functionals, plotted as a function of the HF exchange
for the cofacial (blue) and parallel-displaced (red) configurations of the
TTF-TCNQmodel complex at a fixed intermolecular distance of 3.45 Å.
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small. Thus, the wave function for the complex is strongly domi-
nated by the closed-shell electronic configuration (and not the
open-shell singlet configuration that would be expected in the
limit of full transfer of an electron). Therefore, single-reference
approaches such as those employed here should provide a reli-
able description of the system. These results underline that a
small partial charge transfer should be expected in the TTF-
TCNQ complex, which appears to be consistent with the
experimental observation44 that only a limited amount (∼5%) of
TCNQ anions is detected in a TTF-TCNQmixture in solution
in a highly polar solvent such as acetonitrile (dielectric constant
of 36.64) as well as with the values computed from DFT func-
tionals with a high degree of HF exchange.
With regard to the DFT approaches, the electronic coupling

values presented in Figure 7 (which vary between ∼0.3 and
0.8 eV) demonstrate the relatively strong character of the elec-
tronic coupling in this system. By analogy with the single mole-
cule electron transport measurements18 and theoretical results,19

the amount of charge transferred in this case is expected to vary
continuously with the HOMO-LUMO gap, which means that
the mono- and multideterminantal methods should give qualita-
tively similar descriptions. However, the poor description of the
HOMO-LUMO gap provided by functionals containing only a
small percentage of HF exchange (i.e., TPSSh, B97-1, B3LYP,
and PBE0) results in an overestimation of the qGS values. On the
other hand, the functionals containing more than 50%HF
exchange (i.e., BHandH, M052X, M062X, M06HF, and the ω
functionals) give qGS values lower than 0.2e; this is in qualitative
agreement with the CASSCF calculations (reported by Avilov
et al.17a and in this study) but also with the experimental
observations.44,46 However, when considering the minimum-
energy geometries (Table 1, last column), the meta-GGA func-
tionals are found to provide qGS values that are slightly greater
than 0.2e and in lesser agreement with the MP2 value of 0.095e,
while the best agreement is found for the LRC-ωPBEh and
ωB97X functionals. Again, the functionals containing a low %HF
exchange overestimate the qGS values.
We note that the CASSCF qGS values shown in Table 1 are

similar to those from HF, indicating the need for dynamical
electron correlation missing from both the HF and CASSCF
treatments. Thus, when considering the MP2 value of 0.095e
(which is generally considered here as a benchmark level), it can
be concluded that theωB97X functional provides reliable results
for both ω values. This is also consistent with the comparison
made above between the computed HOMO-LUMO gaps and
the ∼3.9 eV experimental difference between IP(TTF) and
EA(TCNQ), for which theωB97X functional also provides very
good agreement.

’CONCLUSIONS

DFT calculations with a number of functionals have been
carried out on a TTF-TCNQ model complex in order to eval-
uate their description of ground-state charge transfer. We have
assessed the performance of the functionals for describing quan-
tities such as the HOMOTTF-LUMOTCNQ energy difference,
the binding energy in the ground state, the strength of the
electronic coupling between frontier molecular orbitals, and the
extent of charge transfer in the ground state.

The inclusion of large amounts (more than 60%) of long-
range HF exchange in the functionals seems to be crucial in order
to obtain reliable results for all quantities. Among the functionals

considered in this study, the long-range corrected functional
ωB97X is found to give reliable results for the ensemble of the
calculated properties. Standard hybrid functionals containing
only a small percentage of HF exchange are found to be inade-
quate for properties directly related to the HOMOTTF-
LUMOTCNQ energy gap.

For a fixed geometry, a linear relationship is observed between
the degree of charge transfer, theHOMOTTF-LUMOTCNQ gap,
and the percentage of HF exchange. Both the electronic coupling
and the amount of charge transferred are shown to vary largely
among the various functionals as well as with changes in the
relative positions of the molecules. This highlights the impor-
tance of choosing a method capable of describing the potential
energy surface as well as the relevant electronic couplings. The
role of exchange in the evaluation of electronic couplings is the
focus of ongoing work in our group.
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ABSTRACT: We present a new strategy for the solution of the self-consistent field (SCF) equations when solvent effects are
included by means of the polarizable continuum model (PCM). By exploiting the recently introduced variational formalism of the
PCM (VPCM), we are able to recast the self-consistent reaction field problem as an energy functional of both electronic and
polarization degrees of freedom. The variational minimization of such a functional leads to the free energy of the solvated molecule
at a given geometry. In this contribution we describe an effective procedure and its implementation to achieve the solution of such a
variational problem. Moreover, we present numerical evidence that the new approach is superior to the traditional one in terms of
performance, especially when a relatively inexpensive semiempirical method is used to describe medium- and large-size solutes.

1. INTRODUCTION

The solution of the independent particle problem by means of
a self-consistent field (SCF) approach is probably the most
common type of calculation performed today in the field of
computational chemistry. Indeed, while they differ in the defini-
tion of the effective one-electron Hamiltonian, methods like
Hartree-Fock (HF), the Kohn-Sham (KS) formulation of
density functional theory (DFT), and many less accurate and
computationally less expensive semiempirical methods1-3 share
the SCF procedure as the approach to solve the underlying non-
linear eigenvalue equations.Moreover, SCF-level calculations are
so widely used because they still represent a good compromise
between computational cost and accuracy of the results, while the
maximum size of the systems that can be studied using off-the-
shelf computers increases steadily with the progress of both
hardware and software technologies.

Recent efforts to extend the parametrization of semiempirical
methods beyond the second row of the periodic table have been
fairly successful and have led to the introduction of the PM6
method.3 These developments have the potential of making
semiempirical methods a rather attractive alternative (or com-
plement) to ab initio techniques, as they drastically increase the
size of the molecular systems that can be approached, while
keeping the computational cost manageable and still being able
to reproduce nonclassical effects. In fact, despite their use of
parametrization, semiempirical methods remain quantum me-
chanical (QM) in their principles.

The range of applicability of any method involving the SCF
procedure has been further extended by their generalization to the
treatment of molecules in the condensed phase. Among the models
developed to account for the effects of themicroscopic environment
on molecular structure, properties and processes, the polarizable
continuum model4-6 (PCM) is one of the most successful, thanks

to its generality and its versatility. According to this model, the
solvent is described bymeans of a structureless polarizable dielectric
medium. This leads to a dramatic reduction in the number of
degrees of freedom as compared to explicit solvent models, while
preserving a sufficiently accurate description of the interaction
between solute and solvent. In addition, despite the apparently
oversimplistic description of the solvent, the PCM model has been
successfully applied, with very limited increase in complexity, to less
uniformenvironments,7 such as anisotropic solvents, ionic solutions,
interfaces between two different liquids, membranes, etc.

The polarization field (the reaction field) of the dielectric is
represented by means of an apparent surface charge (ASC)
distribution, located at the boundary between the dielectric
medium and an empty cavity hosting the solute molecule (the
molecular cavity). Over the years, various strategies have been
proposed and discussed that would turn the PCM formal setup
into a robust and efficient computational tool.8-10 In the most
recent formulation, the ASC is represented with a continuous
charge distribution,11,12 and it is expanded in a basis set of
spherical Gaussian functions. The expansion coefficients, which
have the physical meaning of surface polarization charges, are
obtained as the solution of a linear system of equations whose
dimension is given by the number of surface elements used to
discretize the surface of the molecular cavity. The right-hand side
of the PCM linear system depends on the solute structure and the
charge distribution through its electrostatic potentials. In the case
of polarizable solutes, i.e., when a QMmethod is used to describe
the solute’s density, the overall problem becomes nonlinear, and
the optimal (in the variational sense) mutual polarization of both
the solute and the solvent must be achieved.

Received: October 15, 2010
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From the formal point of view, the inclusion of the effect of the
environment in the QM description of the solute is not a difficult
task, as the SCF nonlinear equations maintain the same structure
and the one-electron effective Hamiltonian (the Fock operator)
is simply augmented by a term that represents the polarization
field. The latter, in turn, is updated at each SCF cycle using the
new solute’s density and solving the PCM problem to evaluate
the ASC. The computational machinery needed to perform an
SCF calculation in the gas phase or in solution is substantially the
same in the sense that no new integrals or other difficult to
compute quantities are required to form the additional solvent
response term in the Fock operator.12

On the other hand, the relative cost of the solution of the SCF
equation in the gas phase and in solution may vary enormously.
The cost of solving the PCM equations depends on the number
of surface elements used to discretize the solute-solvent inter-
face, and the latter is fixed once the solute geometry is known.
However, the cost of computing the gas-phase Fock operator and
the few additional quantities involving both solute and solvent
(e.g., the solute’s electrostatic potential at the surface elements)
can vary dramatically depending on the underlying choice of the
QM method. The inclusion of solvent effects according to the
PCMmodel adds very little to the overall cost of an accurate DFT
calculation on a small or medium system, using a large basis set;
on the contrary, when a cheap semiempirical Hamiltonian is used
to describe a solute containing several hundred atoms, the cost of
PCM quickly becomes the most expensive step. This is a
remarkable disadvantage and prevents the application of PCM
to study large and complex systems in solution using semiempi-
rical methods, while the same calculations in the gas phase can be
performed using very little computational resources.

Recently, a variational formulation of the PCM has been
introduced.13 In this new scheme, hereafter called VPCM, the
polarization charges are not defined as the solution of a linear
system of equations but rather as the location within the space of
the polarization degrees of freedom where a suitable free energy
functional is minimum. In other words, the PCM equations are
recast as a minimization problem. A free energy functional is
defined which depends on both the structural and electronic
degrees of freedom of the solute and on the solvent polarization
degrees of freedom. When variationally minimized with respect
to all these parameters, the PCM energy functional provides the
free energy of the polarized solute at its equilibrium geometry in
solution.

There are many application under consideration for the
VPCM free energy functional such as: (i) simultaneous optimi-
zation of geometry, electronic density, and polarization charges
to reduce the overall computational cost of a SCF level calcula-
tion; (ii) evaluation of the free energy in solution in the context of
post-SCF methods, where the reaction field introduces a cou-
pling among the various quantities that contribute to the one-
particle density matrix, without resorting to very expensive
iterative procedures;14,15 (iii) application of PCM in connection
with extended Lagrangian ab initio molecular dynamic methods16

(e.g., Car-Parrinello17 or atom-centered density matrix propa-
gation, ADMP).18,19

In ref 13 a scheme to simultaneously optimize both the
molecular geometry and the polarization charges has been
proposed and applied successfully to solutes described by a
molecular mechanics (MM) function. In this contribution, we
describe a similar approach for the simultaneous optimization of
the solute electronic density and the PCM polarization charges

within the SCF procedure, which we shall use, to maintain
consistency, the same VPCM acronym. By defining the proper
free energy functional of both the density matrix and the
polarization charges and carrying out a variational minimization
with respect to both classes of parameters, we show that the
functional minimum corresponds to the correct free energy in
solution for the chosen form of the one-electron Hamiltonian
and for a given solute geometry. Within this scheme it is possible
to achieve an optimal partition of computational resources
between the calculation of the gas phase and the solvent-related
terms in the Fock operator, and we demonstrate that this is
particularly important when the cost of the gas-phase terms is
small like, e.g., when a semiempirical Hamiltonian is used. In
practical terms, we show how to exploit standard direct inversion
in the iterative subspace (DIIS)20-22 extrapolation techniques,
which are commonly used to improve SCF convergence, to
accelerate the minimization of the free energy functional with
respect to both the density matrix and the PCM polarization
charges.

This paper is organized as follows. In Section2 we shortly
recall the basic formalism of the PCMmodel, both in its standard
form and according to the new variational scheme. A free energy
functional suitable for the simultaneous solution of the SCF and
PCM equations is defined, and the associated working equations
are derived. Lastly, the implementation of the coupled minimiza-
tion algorithm is discussed. In Section3 we report the results of
some illustrative calculations including, in particular, semiempi-
rical single point calculations and geometry optimizations.

2. THEORY

2.1. Formalism. The PCM model solves the Poisson equa-
tion in the presence of a dielectric medium outside an empty
cavity C which hosts the solute. The surface Γ = ∂C is the
boundary of this cavity and represents the interface between
solute and solvent. The electrostatic potential j(r) is the
solution of Poisson’s equation:

r 3 ½εðrÞrjðrÞ� ¼ - 4πFðrÞ ð1Þ
where F(r) is the (nuclear and electronic) charge density of the
solute. The dielectric constant function assumes, for a homo-
geneous solvent, the simple form:

εðrÞ ¼ 1 r∈C
ε r∈C

(
ð2Þ

where ε is the macroscopic dielectric permittivity of the solvent.
Using eq 2 and the appropriate boundary conditions, the
problem in eq 1 is solved, and the polarization of the medium
is represented by an ASC density σ(s) with s∈ Γ. The ASC
density is the solution of an integral equation whose form varies
according to which member of the PCM family of models
is being used. The integral equation formalism PCM
(IEFPCM)23-25 (hereafter simply called “PCM”) is the model
of choice because of its broader applicability to all values of ε and
because it represents the optimal compromise between accuracy
and formal complexity. The integral equation for the PCMmodel
reads

εþ 1
ε- 1

Ĵ -
1
2π

D̂
� �

Ŝ σðsÞ ¼ - Ĵ -
1
2π

D̂
� �

ΦðsÞ ð3Þ
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where Φ(r) is the solute’s electrostatic potential, Ĵ is the
identity operator, while Ŝ and D̂ (together with its adjoint
D̂ *) are components of the so-called Calderon projector.26

Their expressions are defined as

Ŝ σðsÞ ¼
Z
Γ

σðs0Þ
js- s0j d

2s0 ð4Þ

D̂ �σðsÞ ¼
Z
Γ

∂

∂n̂s

1
js- s0j

� �
σðs0Þd2s0 ð5Þ

D̂σðsÞ ¼
Z
Γ

∂

∂n̂s0
1

js- s0j
� �

σðs0Þd2s0 ð6Þ

where n̂s is the outward normal direction to the surface at point
s ∈ Γ. Taking the limit for a large dielectric constant, the
conductor-like PCM27-29 (CPCM) model is recovered, which
is still very accurate in the case of fairly polar solvents, and it has
the advantage of being simpler than the more general dielectric
model as the CPCM integral equation reads

Ŝ σðsÞ ¼ - f ðεÞΦðsÞ ð7Þ
where f(ε) = (ε - 1)/ε.
Practical applications of all PCM models require a discrete

representation of the ASC density over the solute-solvent
interface. Recently, a CSC formalism,12 which allows for a robust
and smooth definition of all the discretized quantities, has been
described. The ASC is expanded in a basis of spherical Gaussian
functions:

σðrÞ ¼
X
i

qi
ai
φiðr; si, ζiÞ ð8Þ

where ai is the area of the i-th surface element, qi is the
corresponding expansion coefficient of σ (which has the physical
dimensions of a charge), and si is the representative point of the i-
th surface element. By defining

Rε ¼ εþ 1
ε- 1

1-
1
2π

DA ð9Þ

Tε ¼ RεS ð10Þ
and

R¥ ¼ lim
εf ¥

Rε ¼ 1-
1
2π

DA ð11Þ

the discretized IEFPCM equation reads

Tεq ¼ -R¥V ð12Þ
where Vi = Φ(si).
As discussed in detail in the first VPCM paper,13 the PCM

problem can be recast in a variational fashion (VPCM) by
defining a suitable functional, whose minimization corresponds
to the solution of eq 12. This functional assumes the following
form:

G ð~qÞ ¼ 1
2
~q†~Y~qþ ~q†~V ¼ 1

2
~q†Y~qþ ~q†~V ð13Þ

where ~q = R¥
† q, ~V = R¥V, and

TεR†
¥ þR¥Tε

†

2

 !
¼ YþY†

2
¼ ~Y ð14Þ

The minimum of the functional in eq 13 with respect to the ~q
charges is obtained by setting to zero its first derivative:

∂G ð~qÞ
∂~q

¼ ~Y~qþ ~V ¼ 0 ð15Þ

which is a condition equivalent to the solution of eq 12, as it can
be seen by substituting in eq 15 the definitions of the appropriate
quantities.
The only molecular property of the solute that appears in the

expression of the free energy functional eq 13 is the transformed
electrostatic potential ~V produced by the solute at the surface Γ.
This is defined as

Vi ¼
X
μ ν

R
d3rd3r0φiðr; si, ζiÞχμðr0Þχνðr0Þ

jr- r0j

" #
Pμν

¼
X
μ ν

VμνPμν ð16Þ

whereP =CC† is the electronic densitymatrix andC is thematrix
of themolecular orbitals coefficients in the atomic basis set. More
precisely eq 16 represents only the electronic term in the
electrostatic potential, while the nuclear contribution is constant
during the SCF procedure. By means of eq 13, it is possible to
define a functional of both the density matrix P and the
transformed polarization charges ~q as

G ðP, ~qÞ ¼ ÆhPæþ 1
2
ÆGðPÞPæþ 1

2
~q†Y~qþ ~q†Æ~VPæ ð17Þ

where Æ...æ denotes the matrix trace, while h and G(P) are the
usual one- and two-electron matrices. The last term on the right-
hand side of eq 17 expresses the explicit dependence of the
electrostatic potential on the electronic density P. By minimizing
eq 17 with respect to both P, which is to be constrained to be
idempotent, the following coupled equations are obtained

FðP, ~qÞC ¼ SCε

~Y~q ¼ - ~VðPÞ

8<
: ð18Þ

where

Fμν ¼ hμν þGμνðPÞþ ~V†
μν~q

is the Fock operator, including the solute-solvent interaction
term. The first line in eq 18 is the well-known Roothan equation,
which is nonlinear in the density matrix P and is coupled to the
second set of equations by the dependence of the Fock operator
on the PCM charges ~q. On the other hand, the PCM equations
are coupled to the Roothan equations through the dependence of
the transformed electrostatic potential on the density matrix.
2.2. Implementation. The convergence of the SCF proce-

dure can be greatly improved by means of Pulay’s DIIS20,21

extrapolation technique. Indeed, an extrapolation technique is
usually required to ensure the convergence of the solution of the
Roothan equations, since a straightforward repeated diagonaliza-
tion is typically very slowly converging or not converging at all.
The idea underlying the DIIS approach is rather simple.

Provided a sequence {xj} of points obtained by means of an
iterative procedure to minimize a function, an estimate xext of the
solution is obtained by an affine combination of the points with
coefficients chosen to minimize a suitable error, for example, the
gradient of the function itself. This leads to a linear system of
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Nþ 1 equations, where N is the number of points, which can be
solved by matrix inversion as N is usually a small number.
When DIIS is applied to help the convergence of the iterative

SCF problem, the error vector is built from the commutator of
the Fock matrix and the density matrix:

ei ¼ ½Fi,Pi�

which vanishes when the SCF equation is satisfied. However, it
has been proven22 that using only the commutator as a measure
of the DIIS error does not guarantee convergence and, in
particular, does not guarantee convergence on the electronic
ground state, since excited-state solutions are also characterized
by vanishing commutators. Including the energy22 as an addi-
tional source of error (EDIIS) has been proven to be successful in
guiding the SCF toward the ground-state solution.
We point out that if the Fockmatrix is linear with respect to the

density, as in the case of Hartree-Fock and most semiempirical
methods

GðPextÞ ¼ ~Gext

which allows for the extrapolation of the Fock matrix instead of
the density, while extrapolating the density will require an
additional Fock matrix formation at each SCF cycle. The above
relation does not hold exactly in the case of DFT, where the
exchange-correlation term in the Fock matrix is not linear in the
density; however, it is possible to proceed in the same way.
Typically, this will make the convergence of the SCF procedure
somewhat slower but not enough tomake the procedure involving
the proper extrapolation of the density computationally competi-
tive, as the latter requires two Fock matrix formation per cycle.
In our simultaneous optimization approach, we solve the

coupled problem, eq 18, with the following procedure. Starting
from a guess of both the density matrix P and the charges ~q, an
update step is performed on both set of variables. The density
update step is the standard Fock matrix diagonalization, which
provides a new set of molecular orbital coefficients C, while for the
charges a scaled steepest-descent step is computed.We have chosen
such a simple update step for the polarization charges because of its
better performance when used in connection of the DIIS extrapola-
tion (vide infra). Update methods that require the knowledge of
two or more points, such as conjugate gradient or quasi-Newton
methods associated with line search, have instead shown a much
worse behavior when coupled with the DIIS extrapolation.
In order to compute the update step on the charges ~q, the

product between the relevant PCM matrix and a vector of
charges must be evaluated. In the case of the general dielectric
model, the ~Y matrix is used, while the S matrix is required for
CPCM. Depending on the available memory, the matrix-vector
product may be computed on the fly, possibly exploiting a linear
scaling technique, such as the fast multipole methods,9,30 or the
matrix can be fit in memory, and the matrix-vector product
carried out with quadratic cost. While the on-the-fly evaluation of
the matrix-vector product by the CPCMmatrix is very efficient,
the ~Y matrix is less easily tractable as its formation involves two
matrix-matrix multiplications, while the direct evaluation of the
matrix-vector products requires four multiplications by S and
two multiplications by D. Typically, if the available memory
allows for the efficient formation of ~Y, then the matrix is
computed, stored in memory or on disk, and reused whenever
possible. The availability of the ~Y matrix has the additional
advantage of providing the exact diagonal elements. These are

used to scale the gradient of functional eq 17 with respect to the
charges and therefore compute exactly its minimum along the
steepest-descent direction, which has a closed expression in the
case of a quadratic form.

From the update step on the density P we get a new density
and therefore a new electrostatic potential:

Pi, ~Vi f Piþ1, ~Viþ1

while from the update step on the charges we obtain a new set of
charges

~qi f ~qiþ1

The DIIS extrapolation is then performed for both sets of
variables at the same time. As error vector, we choose the sum
of the usual DIIS error (i.e., the Fock matrix-density matrix
commutator) and the gradient of functional eq 17 with respect to
the charges ~q. The two components of the error vectors are
weighed by a suitable constant factor, so that

Bi, j ¼ wFÆeiF , e
j
FæþwQ ÆeiQ , e

j
Q æ ð19Þ

where

eiF ¼ ½Fi,Pi�, eiQ ¼ ~Y~qi þ ~Vi

In eq 19, B is the (Nþ 1) square Pulay’s matrix for i, j e N, and
Æ 3 , 3 æ denotes the canonical scalar product. For EDIIS we simply
use the corresponding values of the free energy functional as in eq 17.
In our implementation the two-electron component of the

Fock matrix and the PCM gradient are extrapolated. In fact, we
note that the functional in eq 17 is the sum of a linear term
involving the one-electron matrix h, whose derivative with
respect the density matrix is a constant and of three quadratic
terms in the density and the charges. In other words, the
quadratic terms in the free energy functional are bilinear with
respect to the variables P and ~q, and therefore we can extrapolate
the two gradients, i.e., the two-electron part of the Fock matrix
and the PCM gradient, thanks to their linearity. More in detail,
the extrapolation step gives

Fiþ 1, ext
μν ¼ hμν þGμνðPÞiþ1, ext þ ~V†

μν~q
iþ1, ext

giþ1, ext ¼ ~Y~qiþ1, ext þ ~Viþ1, ext

where
~Viþ1, ext ¼ Æ~VPiþ1, extæ

and we obtain a consistent and coherent extrapolation of both
the PCM contribution to the Fock matrix, which depends on the
extrapolated charges ~qiþ1,ext and the gradient of the free energy
functional with respect to the charges, which depends on the
extrapolated density Piþ1,ext through the extrapolated trans-
formed potential.

3. NUMERICAL TESTS

In this section, we report some numerical results obtainedwith
the procedure previously described in section 2. First, we discuss
the significance of the few parameters that control the behavior of
the algorithm and the choice of their optimal value. Then we
describe the results obtained on several medium- to large-sized
systems, and we compare them with the corresponding ones
obtained with the traditional approaches.
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All the calculations have been performed with the develop-
ment version of the Gaussian suite of programs.31

3.1. Setup Calculations. There are three main issues involved
in the set up of a simultaneous solution algorithm which will
optimize the density matrix and the polarization charges, as
described in Section 2. First, an initial guess for the values of the
polarization charges must be formulated. Then, the optimal relative
weights for the two components wF and wQ of the DIIS error in
eq 19must be established, and last, a suitable convergence criterion
must be set on the PCM polarization charges or on the gradient of
the free energy functional with respect to the charges.
We explored various possible choices for the initial guess of the

polarization charges. In particular, we considered: (i) simply
starting from zero charges; (ii) using a uniform distribution of
charges summing up to the solute total charge; (iii) obtaining the
initial charges from a diagonal approximation of the PCM
equations, i.e., as

~q0i ¼ -
~V
0
i
~Yii

or (iv) from a low-accuracy solution of the PCM equations using
an iterative procedure with a convergence criteria on the root-
mean-square (rms) charge residue in the range of 10-1-10-4. In
many instances we found that starting from partially converged
charges improves only slightly the overall convergence of the
SCF procedure, while adding an extra computational cost that
could be significant depending on the size of the system and the
choice of the one-electron Hamiltonian. Our conclusion is
therefore to set all the charges to zero as initial guess.
The optimal choice of the relative weights for the two

components of the DIIS error, as in eq 19, has been achieved
by considering the following. It should be realized immediately
that the absolute value of the two components of the error may
differ by orders of magnitude. In particular, at the beginning of
the SCF procedure, the guess for the density is generally good as
it corresponds to the diagonalization of a Fock matrix based on
the Harris functional.32 Moreover, our choice of the initial guess
for the polarization variables is likely to make the initial error on
the charges consistently much larger than the one on the density.
The big difference in the initial values of the two error compo-
nents may lead to DIIS coefficients that overestimate the effect of
the changes in the PCM terms of the energy functional. This, in
turn, is likely to affect in a negative way the overall convergence
behavior. Indeed, it has become apparent from our tests that the
effect of the changes in the density is the most important one.
Especially when the iterative procedure is still far from the
solution, it is crucial to make the change in the density and not
the change in the PCM charges, the driving force in the DIIS
extrapolation. For this reason, we decided to weight the density
error with a larger coefficient. After analyzing the results of a
number of tests, we concluded that a good value for the ratio
between wF and wQ is 1000:1. This ratio leads to contributions to
the Pulay’s DIIS matrix from the two sources of error, of roughly
the same order of magnitude, while at the beginning of the SCF
procedure, the density component of the error is somewhat
larger. We point out that this is an arbitrary empirical choice,
which is the result of a limited set of numerical tests, and it is
likely to be just an approximation of the optimal weighing of the
two error components. We set wF = 1 and wQ = 0.001, as this
choice has led to good convergence behavior using both semi-
empirical and HF or DFT Hamiltonians.

Finally, the convergence criterion for the polarization charges
must be chosen so that the simultaneous variational minimiza-
tion of the free energy functional in eq 17 is accurate enough to
be used in a solute geometry optimization. In other words, the
rms norm of the derivatives of eq 17 with respect to the
polarization charges must be small enough that they will not
reduce the accuracy of the forces, i.e., the derivatives of the free
energy with respect to the atomic positions. Thus, we compared
the final values of both energy and forces obtained requiring the
rms norm of the PCM charge gradient to be smaller than 10-N

(and its maximum element to be smaller than 10-Nþ1), with the
values obtained by solving “exactly” the PCM equations by means
of matrix inversion with iterative refinement (within double
precision). Considering the results of a number of tests, we choose
N so that the differences in energy were consistently smaller than
10-7 Hartrees and the rms and maximum difference in the forces
were smaller than the thresholds currently used in a “very tight”
geometry optimization (rms force < 10-5 and maximum force
< 2� 10-5). Our results obtained using the PM63 semiempirical
method for a set of small- tomedium-sized solutes show thatN = 4
is usually enough for the requirements set forth above to be met.
3.2. Numerical Results. In this section, we report the results

obtained for a set of molecules using both the CPCM and
IEFPCM in their standard and variational formulation. The
molecular structures are available in the Supporting Information.
To better understand the “computational size” of the systems

we studied, we list in Table 1 the number of atoms (Nat) and the
number of surface elements, i.e. the number of PCM chargesNch

for each solute, and we also include the value of the total charge.
We have included in our test set medium- to large or very

large-sized molecules. Some of the test solutes are charged either
positively or negatively in order to better explore the conver-
gence of our algorithm in cases where the total surface charge
does not add up to zero. Moreover, we performed calculations in
water(ε = 78.3553) (Tables 2 and 5), dichloromethane (ε =
8.93) (Table 3), and cyclohexane (ε = 2.0165) (Table 4) to test
the behavior of the method with strongly polar, polar, and
nonpolar solvents. All the calculations have been performed
using the PM6 semiempirical method to describe the solute.
For the first set of molecules, we report in each table the

number of SCF iterations and the relative total elapsed time
with respect to the standard algorithm which employs matrix

Table 1. Systems Studieda

alias Nat Nch charge

diphthamide - 48 3185 þ1

cevane - 73 3816 0

dammarane - 84 4055 0

tuftsin - 77 4866 0

Ca(heme) - 73 4990 -2

substituted guanidine sGua 84 5327 þ2

Ac(Ala)9NH Ala9 99 6030 0

taxol - 113 6460 0

(Ala)25 Ala25 259 13 767 0

(dA-dT)5 DNA-5 318 17 202 -8

(dA-dT)6 DNA-6 382 19 979 -10

(dA-dT)7 DNA-7 510 26 473 -12

crambin - 642 30 271 0
aNat = number of atoms, Nch = number of PCM charges, Ac = acetyl,
Ala = alanine, dA = deoxyadenosyne, and dT = deoxythymine.
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inversion to solve the PCM equations. We list both the varia-
tional solution algorithm of Section 2 and the standard algorithm
using an iterative approach to solve the PCM equations. We do
not report the absolute timings to avoid unfair comparisons of
results obtained with different computational resources.
Before discussing the results, we offer a few preliminary

considerations. The relative efficiency of the standard inversion,
standard iterative, and variational algorithm depends on the
interplay of a number of factors, and a complete exploration of
this complex landscape is beyond the scope of this contribution.
The standard inversion approach is characterized by an O (Nch

3 )
computational cost and anO (Nch

2 ) memory requirement. In the
case of CPCM the only cubic step is the matrix inversion, while
the formation of the IEF matrix involves two additional matrix
multiplications. On the other hand, in both the standard iterative
and the variational algorithm, the matrix can be held in memory
so that each iteration would have quadratic cost (matrix-vector
product). However, in the case of IEF this would not change the
cost of forming the matrix which would still be aO (Nch

3 ) step. The
alternative would be to hold inmemory the S andDmatrices which
are required to build the IEFmatrix, therefore “trading” the cost of a
single cubic step for the cost six matrix-vector products per
iteration and also replacing the exact diagonals of the IEF matrix
with the diagonals of the S matrix, which are less effective as a
preconditioner in the iterative solutions. Finally, a definitive
assessment of the relative performance of the three algorithm will
require the exploration of the linear scaling regime where the
contraction of the S andDmatrices with the charge vector is carried
out with O (Nch) cost by means of the fast multipole method.
The standard solution by matrix inversion is the fastest

method for small systems, where the O (Nch
3 ) step does not

Table 2. Results Obtained in Watera

variational iterative inversion

Nit time Nit time Nit

PCM

diphthamide 39 72.73 16 457.58 16

cevane 31 91.18 15 580.88 15

dammarane 40 140.32 15 812.90 15

tuftsin 50 111.51 15 595.68 15

Ca(heme) 44 65.04 22 311.19 22

sGua 40 95.54 15 286.61 15

Ala9 41 88.35 14 530.52 14

taxol 47 95.77 19 750.81 19

Ala25 49 65.76 14 139.23 14

CPCM

diphthamide 32 75.00 16 100.00 16

cevane 28 106.67 15 213.33 15

dammarane 27 102.86 15 242.86 15

tuftsin 31 98.28 15 244.83 15

Ca(heme) 36 51.61 22 120.97 22

sGua 33 70.15 15 65.67 15

Ala9 32 85.05 14 226.17 14

taxol 38 93.38 19 321.32 19

Ala25 34 49.38 14 58.31 14
aTimings are reported as a percentage of the time required for thematrix
inversion procedure.

Table 3. Results Obtained in Dichloromethanea

variational iterative inversion

Nit time Nit time Nit

PCM

diphthamide 34 100.00 16 281.25 16

cevane 30 117.31 15 740.38 15

dammarane 33 119.05 15 806.35 15

tuftsin 43 98.56 15 558.99 15

Ca(Heme) 43 62.94 22 302.10 22

sGua 35 85.83 15 220.00 15

Ala9 34 77.29 14 534.66 14

taxol 43 88.60 19 749.51 19

Ala25 37 55.21 14 126.27 14

CPCM

diphthamide 33 86.36 16 90.91 16

cevane 28 106.67 15 220.00 15

dammarane 28 105.71 15 248.57 15

tuftsin 29 88.14 15 238.98 15

Ca(Heme) 36 53.33 21 118.33 21

sGua 32 64.29 15 62.86 15

Ala9 32 85.05 14 230.84 14

taxol 41 101.48 19 322.96 19

Ala25 35 52.74 14 43.66 14
aTimings are reported as a percentage of the time required for thematrix
inversion procedure.

Table 4. Results Obtained in Cyclohexanea

variational iterative inversion

system Nit time Nit time Nit

IEFPCM

diphthamide 34 118.52 15 344.44 15

cevane 28 109.43 15 750.94 15

dammarane 27 104.84 15 795.16 15

tuftsin 37 118.45 15 800.00 15

Ca(Heme) 44 92.93 21 423.23 21

sGua 35 129.13 15 250.49 15

Ala9 32 101.65 14 731.32 14

taxol 40 114.10 19 1089.16 19

Ala25 35 78.56 14 191.19 14

CPCM

diphthamide 36 84.00 15 64.00 15

cevane 32 123.33 15 216.67 15

dammarane 30 111.43 15 257.14 15

tuftsin 36 111.86 15 235.59 15

Ca(Heme) 45 67.80 21 118.64 21

sGua 40 67.06 15 74.12 15

Ala9 33 87.85 14 230.84 14

taxol 42 103.70 19 320.00 19

Ala25 37 52.66 14 42.77 14
aTimings are reported as a percentage of the time required for thematrix
inversion procedure.
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emerge as a bottleneck in the overall SCF calculation. On the
other hand, as soon as the dimension of the system increases, the
variational procedure, whose timings are nevertheless compar-
able with the inversion even for smaller systems, becomes a
competitive alternative. It is not unexpected that an iterative
approach replacing the cubic step in the number of surface
elements is the only viable option for the study of large systems.
For the IEF model, the variational procedure is always faster than
the standard iterative solution of the equations. The comparison
is more significant for CPCM, where the variational procedure
competes with a very efficient standard iterative solver. For
molecular sizes where the iterative procedure begins to be
competitive with the matrix inversion, the standard approach is
sometimes faster than the variational one, especially in the case of
nonpolar solvents. Nevertheless, the overall number of matrix-
vector products required by the standard iterative approach
increases fairly rapidly with the dimensions of the system, and
this makes the variational approach themost promising one, even
for CPCM when applied to larger solute. We notice that in the
case of charged systems, the variational approach shows a very
good convergence behavior, resulting in the majority of cases
faster than the standard iterative procedure.
In Table 5 we report some results of calculations on increas-

ingly large systems, from 318 up to 642 atoms. We notice that the
DNA fragments are heavily charged, as we did not add counter-
ions. Indeed, we want to make sure that the variational algorithm
does not show stability issues when solving for polarization
charges that do not sum up to zero but rather correspond to a
huge solute-solvent interaction energy. All the calculations re-
ported in Table 5 have been performed on a dual Xeon E5530
workstation (hyper-threading was disabled) equipped with 48
GB of RAM. In this case, we report the absolute elapsed time.
As expected, the variational approach outperforms the stan-

dard iterative one for both PCM and CPCM. In particular, the
comparison with CPCM proves our assumption that the varia-
tional procedure is probably the best choice for large systems,
under the assumption that the one-electron model Hamiltonian
being used does not represent the computational bottleneck. We
also point out that, because of the challenges involved in standard
iterative solution for IEF, the variational approach introduced in
this work is already a viable alternative to the matrix inversion,
even for fairly small systems.

4. CONCLUSIONS

In this paper we have introduced a new strategy (VPCM) to
solve the Roothan equations coupled with the PCM equations.
We define a free energy functional of both the electronic density
and the polarization charges whose variational minimization,
using alternate steps in the two variable spaces, leads to the free

energy in solution including the mutual polarization of the solute
and the dielectric continuum. This approach is computationally
advantageous when dealing with large systems, where the solu-
tion of the PCM problem may become the dominant step in
terms of computational cost, because an approximate one-
electron Hamiltonian is used.

We think that this methodology could be efficiently applied to
multiscale methods where a core system is described using an
accurate level of theory, while the rest of the solute is treated with
a computationally cheaper approach. In this context, the intro-
duction of solvent effects by means of PCM can easily become
the computational bottleneck because of the large size of the
solute. Therefore, we expect the new approach introduced in this
paper to be particularly relevant in the case of ONIOM33-35

calculations. Indeed, the availability of an efficient method to
study large to very large systems coupled to a dielectric con-
tinuum would be an important tool for the description of
biological systems in solution.
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ABSTRACT: We present a modified definition of the Electron Pair Localization Function (EPLF), initially defined within the
framework of quantumMonteCarlo approaches [Scemama, A.; Caffarel,M.; Chaquin, P. J. Chem. Phys. 2004, 121, 1725] to be used in
Density Functional Theories (DFT) and ab initiowave-function-based methods. This modified version of the EPLF—while keeping
the same physical and chemical contents—is built to be analytically computable with standard wave functions or Kohn-Sham
representations. It is illustrated that the EPLF defines a simple and powerful tool for chemical interpretation via selected applications
including atomic and molecular closed-shell systems, σ and π bonds, radical and singlet open-shell systems, and molecules having a
strongmulticonfigurational character. Some applications of the EPLF are presented at various levels of theory and compared to Becke
and Edgecombe’s Electron Localization Function (ELF). Our open-source parallel software implementation of the EPLF opens the
possibility of its use by a large community of chemists interested in the chemical interpretation of complex electronic structures.

1. INTRODUCTION

Nowadays, when dealing with theoretical chemical interpreta-
tion, quantum chemists rely on two main strategies. The first
consists of the traditional direct interpretation of the wave
function through its projection onto molecular orbitals (MO)
or valence bond (VB) structures (the so-called Hilbert space
partitioning). The second uses a geometrical direct-space de-
scription in order to partition the electronic density into domains
within the ordinary 3D space. The design of such interpretative
techniques, initiated by Daudel et al.,1 was popularized by Bader,
who introduced the Quantum Theory of Atoms in Molecules
(QTAIM).2 Along with QTAIM, Bader introduced the concept
of topological analysis, offering an atom-based partition of the
molecular space grounded on the gradient dynamical system
theory and using a local function, here the Laplacian of the
electron density. Through the years, much effort has been
devoted to the design of alternative local functions. For example,
Becke and Edgebombe introduced the Electron Localization
Function (ELF),3 offering access to chemically intuitive domains
beyond atomic centers encompassing bonds, lone pairs, etc. Ever
since, its usefulness has been demonstrated by Silvi and Savin,4

who extensively developed its topological analysis, although no
partition of space is unique.5

The problem of getting an accurate description of chemical
bonding gets more and more difficult as the complexity of
the wave function goes beyond the single determinant
approximation.6 Therefore, an additional natural orbital approx-
imation was added to the ELF formalism7 to extend it to the
correlated level, but its general applicability to any quantum
chemical method is still subject to intense development. In that
context, other methods were introduced such as the electron

localizability indicator (ELI, see ref 8 and references therein), the
analysis of electronic probability distributions,9,10 and the Elec-
tron Pair Localization Function (EPLF).11

In this work, we shall focus on this latter function, EPLF,
whose main feature is giving direct access to the local (spatial)
electronic correlations between spin-like and spin-unlike electro-
nic pairs. EPLF was first introduced within the framework of
quantum Monte Carlo (QMC) approaches where introducing
simple and direct estimators of such local electronic correlations
is particularly easy. In practice, it has been proposed to build an
indicator—the electron pair localization function—based on a
suitable combination of the average distances between an
electron of a given spin located at point r and the closest spin-
like and spin-unlike electrons. EPLF has been shown to be
particularly interesting to get new insights into the nature of
the pairing and localization of electrons and, particularly, to
understand more deeply the role of the dynamical and non-
dynamical near-degeneracy correlation effects.12,13 From a fun-
damental point of view, such a result is not surprising, since the
EPLF is actually related to the conditional probabilities of finding
an electron at point r2 with spin σ or σh, knowing that an electron
of a given spin σ is located at some point r1. Indeed, having such
quantities at our disposal is known to be sufficient to define
an exact electronic structure theory (e.g., the exact exchange-
correlation energy of DFT can be in principle derived from such
conditional probabilities, ;see, e.g., ref 14). The advantage of
having defined the EPLFwithin aQMC computational scheme is
that such a function can be easily calculated at various levels of
approximation. Indeed, by generating QMC probability densities
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associated with various trial wave functions, the average distances
between electrons and, thus, the EPLF function can be evaluated at
the Hartree-Fock, DFT, CASSCF, CI, VB, etc. levels of approx-
imation. It is also possible to evaluate the EPLF at the fixed-node
diffusion Monte Carlo level, a particularly accurate QMC approx-
imation recovering themajor part of static anddynamical correlation
effects, even if in some cases the quality of the fixed-node error is not
so easy to assess, see, e.g., ref 15. Besides these advantages, the main
drawback of calculating the EPLF with QMC is that simulations
need to be rather intensive to decrease sufficiently the statistical
errors of the EPLF values at each point r of the grid employed.
Indeed, a minimal resolution is needed to distinguish the subtle
changes in local properties.

In this work, we propose a modified form for the EPLF allowing
its exact computation (no statistical error) for the standard wave
functions of computational chemistry written as determinantal
expansions built from molecular orbitals expressed in some
Gaussian basis set. The approach can also be naturally applied to
DFT calculations based on a Kohn-Sham density expressed in a
determinantal form. As we shall see, the proposed modification of
the EPLF does not alter its chemical content. Using this modified
expression, the EPLF is much more rapid to compute since its
calculation requires only the evaluation of monoelectronic integrals
(see below). In particular, it avoids the use of Monte Carlo sampling,
which can be rather CPU-intensive for large systems, opening the pos-
sibility to perform full topological analyses in the near future. Accord-
ingly, once introduced into standard computational chemistry packages,
webelieve that theEPLFwill becomea very useful andpowerful tool for
chemical interpretation accessible to a wide community of chemists.

2. EPLF: THE ORIGINAL DEFINITION

In the original definition of the EPLF, ref 11, the motivation
was to define a function of R3 measuring locally the electron
pairing in amolecular system. To do that, the following definition
of electron pairing was first introduced: An electron i located at ri
is said to be paired to an electron j located at rj if electron j is the
closest electron to i. Having defined such a pairing, it has been
proposed to define the amount of electron pairing at point r in
terms of a quantity inversely proportional to

dðrÞ¼ Ψ

�����
* X

i¼1,N
δðr- riÞ min

j 6¼i
rij

�����Ψ
+

ð1Þ

where d(r) can be interpreted as the average of the shortest
electron-electron distance at r,Ψ(r1,...,rN) being theN-electron
wave function, and rij = |ri - rj|.

Two different types of electron pairs are to be defined: pairs of
electrons having the same spin (σ) and pairs of electrons with
opposite spins (σ, σh). Hence, two quantities need to be introduced:

dσσðrÞ ¼ Ψ

�����
* X

i¼1,N
δðr- riÞ min

j 6¼i; σi¼σj

rij

�����Ψ
+

ð2Þ

dσσ ðrÞ ¼ Ψ

�����
* X

i¼1,N
δðr- riÞ min

j; σi 6¼σj

rij

�����Ψ
+

ð3Þ

The electron pair localization function is bound in the [-1,1]
interval and is defined as

EPLFðrÞ ¼ dσσðrÞ-dσσ ðrÞ
dσσðrÞþdσσ ðrÞ

ð4Þ

When the pairing of spin-unlike electrons is predominant, dσσ(r) >
dσσh(r) and EPLF(r) > 0. When the pairing of spin-like electrons
is predominant, dσσ(r) < dσσh(r) and EPLF(r) < 0. When the
electron pairing of spin-like and spin-unlike electrons is equiva-
lent, EPLF(r) ∼ 0.

This localization function does not depend on the type of wave
function and can therefore measure electron pairing using any
kind of representation: Hartree-Fock (HF), Kohn-Sham
(KS), Configuration Interaction (CI), andMulti-Configurational
Self-Consistent-Field (MCSCF) as well as Slater-Jastrow, Diffu-
sion Monte Carlo (DMC), Hylleraas wave functions, etc. Due to
the presence of the min function in the definitions of dσσ(r) and
dσσh(r), these quantities cannot be evaluated in an analytical way,
and quantumMonte Carlo (QMC) approaches appear to be the
most efficient way of computing the three-dimensional EPLF
grids via a statistical sampling of ∼Ψ2(r1,...,rN) in the case of
Variational Monte Carlo (VMC)-type calculations or∼Ψ(r1,...,rN)
Φ0(r1,...,rN) (Φ0 fixed-node ground-state wave function) in the
case of the more accurate Fixed-Node Diffusion Monte Carlo
(FN-DMC)-type calculations11-13,16 (for a detailed presentation
of these various versions of QMC approaches, see, e.g., ref 17).

3. EPLF: A MODIFIED DEFINITION SUITABLE FOR DFT
AND WAVE FUNCTION-BASED METHODS

Following preliminary developments,18 we propose here to
introduce a modified definition of the EPLF which—in contrast
with the original definition—can now be analytically computable
for standard wave functions of quantum chemistry, thus avoiding
the need for statistical sampling. To do that, we propose to
express the min function appearing in the average distances in
terms of Gaussian functions. More precisely, we introduce the
following exact representation:

min
j 6¼i

rij ¼ lim
γfþ¥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
-
1
γ
ln f ðγ;rijÞ

r
ð5Þ

with

f ðγ;rijÞ ¼
X
j 6¼i

e-γr
2
ij ð6Þ

Now, our basic approximation consists in replacing, for γ large,
the integrals

Ψ

�����
* XN

i¼1
δðr- riÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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1
γ
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r !�����Ψ
+
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appearing in eq 1 withffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
-
1
γ
ln Ψ

�����
* XN

i¼1
δðr- riÞf ðγ;rijÞ

�����Ψ
+vuut ð8Þ

The expectation values of the minimum distances are now given
by

dσσðrÞ ∼
γlarge

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
-

1
γ
ln f σσðγ;rÞ

r
ð9Þ

dσσ ðrÞ ∼
γlarge
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-

1
γ
ln f σσ ðγ;rÞ

r
ð10Þ
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with the two-electron integrals:

f σσðγ; rÞ ¼ Ψ

�����
XN
i¼1

δðr- riÞ
XN

j 6¼i;σi¼σj

e-γjri-rjj
2

�����Ψ
* +

ð11Þ

f σσ ðγ; rÞ ¼ Ψ

�����
* XN

i¼1
δðr- riÞ

XN
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e-γjri-rjj
2

�����Ψ
+

ð12Þ

When the wave function Ψ has a standard form (sum of
determinants built from molecular integrals φ’s), such integrals
can be easily obtained in terms of the following elementary
contributions:

φiðrÞ φkðrÞ
Z

dr0 φjðr0Þ φlðr0Þ e-γjr-r0 j2 ð13Þ

which in turn can be evaluated as generalized overlap integrals.
Let us now discuss our basic approximation consisting in going

from eq 7 to eq 8. This approximation can be written in a more
compact way as

Æ
ffiffiffiffiffiffiffiffiffiffi
-ln f

p
æffiffiffiffiffiffiffiffiffiffiffiffiffi

-lnÆ f æ
p ∼

γlarge
1 ð14Þ

where the symbol ÆQæ denotes the integration of QΨ2 over all
particle coordinates except the ith one. For a given electronic
configuration (r1,...,rN) and γ large enough, f is dominated by a
single exponential, namely, e-γ|ri-rjmin|2, where |ri - rjmin| is the
distance between the reference electron i located at ri and the
closest electron labeled jmin. The validity of our basic approxima-
tion is directly related to the amount of fluctuations of the
quantity f when various electronic configurations are considered.
Note that for a given electron i, the distance |ri- rj| can vary a lot,
but it is much less the case for |ri - rjmin

|, where the electron
number jmin can be different from one configuration to another.
When these fluctuations are small, the ratio in eq 14 is close to 1
and the approximation is of good quality. To see what happens
for larger fluctuations, let us write

f¼ fminþδf ð15Þ
A simple calculation leads to

Æ
ffiffiffiffiffiffiffiffiffiffiffi
-ln f

p
æffiffiffiffiffiffiffiffiffiffiffiffiffiffi

-lnÆ f æ
p ¼1þO½ðδf Þ2� ð16Þ

showing that at first order in the fluctuations the ratio is still equal
to 1, illustrating the validity of our approximation.

A last point to discuss is the value of γ to be chosen in practice.
Because of our approximation, the limit γfþ¥ cannot be taken
since the ratio in eq 14 goes to zero.19 Therefore, the value of γ
has to be large enough to discriminate between the closest
electron located at rjmin from the other ones located at larger
distances of electron i, while staying in the regime where the ratio
in eq 14 stays close to one. We have found that a value of γ
depending on r and chosen on physical grounds allows systema-
tic recovery of the essential features of the EPLF images
calculated with QMC, that is to say, with the exact expression
of the min function. To be effective, the discrimination of the
closest electron with the other ones must be properly imple-
mented. To do that, the value of γ is adapted to keep the leading

exponential e-γ|ri-rjmin|2 significantly larger than the subleading
exponential e-γ|ri-rjnext-min|

2

associatedwith the second closest electron
jnext-min. First, we define a sphereΩ(ri) centered on riwith a radius
dΩ(ri). Then, locally, we represent our systemmade of the electron
located at ri and its two closest neighbors by amodel system of three
independent particles. If one calculates the probability of finding all
three particles inside the sphere, one finds

PΩðriÞ ¼ 1
3

Z
ΩðriÞ

dr FðrÞ
 !3

ð17Þ

If the density F(r) is supposed as constant and equal to F(ri), the
radius dΩ(ri) of the sphere can be set such that PΩ is equal to a
fixed value:

dΩðriÞ ¼ 4π
9
PΩ

-1=3FðriÞ
� �-1=3

ð18Þ

Then, γ(ri) is chosen in order to set a constant ratio κ between
the width of e-γrij2 and the radius of the sphere

k¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2γðriÞ

p
dΩðriÞ ð19Þ

We obtain an expression of γ(ri) which depends on the electron
density:

γðriÞ¼ k2

2
4π
9
PΩ

-1=3FðriÞ
� �2=3

ð20Þ

In our simulations, we have found that the EPLF images obtained
with QMC are properly recovered using PΩ = 0.001 and κ = 50.

Figure 1. ELF and EPLF radial values for the argon atom as a function
of the distance to the nucleus.

Figure 2. ELF and EPLF values in the CH3S
- anion along the C-S axis

computed using a Hartree-Fock and a BLYP determinant.
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4. SOME APPLICATIONS

As discussed previously, the modified form of the EPLF pre-
sented here is aimed at providing the same chemical information as
the original QMC-based EPLF scheme, but without the statistical
noise inherited from the QMC approach. Therefore, the inter-
ested reader can refer to existing recent publications that deal
with the QMC-EPLF analysis of covalent, ionic, and multicenter
bonds.11-13,16,20 We focus in this section on some illustrative
applications highlighting the specific capabilities of the EPLF as
compared to Becke and Edgecombe’s ELF.
4.1. Closed-Shell Single-Determinant Systems. A first nat-

ural example to look at is the case of a closed-shell atom described
at the Hartree-Fock (HF) level. Using Dunning’s cc-pVDZ
atomic basis set,21 the radial values of the EPLF and ELF for the
argon atom are displayed in Figure 1. It is noted that both
functions display three maximum values corresponding to the
n = 1, n = 2, and n = 3 values of the principal quantum number.
Furthermore, these maxima are essentially located at the same
place. The gross features of the atomic shell structure are thus
described in a similar way by both approaches. However, there is
also a striking difference: The magnitudes of the two secondary
maxima corresponding to the two most external shells are
essentially identical in the ELF case but very different for the
EPLF, where the outermost one is much smaller. Note that
having such a difference is not surprising since EPLF is, in
contrast with ELF, directly connected to electron pairing. The
pairing of antiparallel electrons is likely to be the strongest in the
first shell, weaker in the second shell, and the weakest in the most
diffuse third shell.
EPLF and ELF were computed for the CH3S

- methanethio-
late anion, using a Hartree-Fock determinant and a Kohn-
Sham determinant. The 6-31þ2G** atomic basis set22,23 was used
for both determinants, and the BLYP functional24,25 was used for
the DFT calculation. Figure 2 compares the one-dimensional
plots of the EPLF and ELF along the C-S axis of the tetrahedral
CH3S

-. As for the argon atom, the topologies of the EPLF and ELF
functions are comparable for both the Hartree-Fock and the
Kohn-Sham determinants. Going from the Hartree-Fock to the
BLYP level, the values of the ELF are essentially the same in the core
domains, become slightly smaller in the C-S bonding region, and
become slightly larger on the rest of the C-S axis. As the EPLF
exhibits the same trend, we conclude that for closed-shell single
determinants the EPLF and ELF give qualitatively similar results.

The ELF and EPLF were computed for the ethylene molecule
using a HF/cc-pVDZ wave function. The isosurfaces ELF = 0.75
and EPLF = 0.12 are represented in Figure 3. These images are
qualitatively similar, even if the core domains seem to be larger
using the EPLF. This is due to the fact that the EPLF values are
higher in the first atomic shells (as in the argon example), while
the ELF has more comparable values among the shells.
To have a more quantitative visualization of the similarities

and differences between the ELF and the EPLF, a correlation plot
relating the values of both functions is presented in Figure 4.
Three different regimes can be observed. First, a regime corre-
sponding to the core domain where the EPLF takes its larger
values. In this region, an almost perfect one-to-one correspon-
dence is observed, thus illustrating the similarity between both
localization functions. In contrast, in the valence region where
the (EPLF,ELF) points are scattered, it seems to be no longer
true. In fact, this is not really the case since the majority of points
are found to be almost aligned along the left side of the envelope
of points. To illustrate this, the median line (same number of
points on each side) is represented. Finally, a last regime
corresponding to the region where the ELF and EPLF values
are small (say, ELF smaller than 0.05) can be defined. In such a
regime, the two localization functions turn out to be fully
decorrelated. However, the underlying configurations corre-
spond to regions in space where the electronic densities are
(very) small, and this case is not of great chemical interest. As a
conclusion, in all chemically interesting regimes, the correlation
between ELF and EPLF is high. We have found that such a
conclusion is valid not only for this case but also for all molecules
described by a closed-shell single determinant wave function. In
this case, the qualitative information that can be obtained from an
ELF and an EPLF calculation is essentially the same. This can be
understood by noting that for a closed-shell monoconfigurational
wave function the R electrons are independent from the β
electrons, so localizing electrons is essentially equivalent to
localizing antiparallel electron pairs.
4.2. Open-Shell Hartree-Fock. A wave function for the

HC2
• radical was obtained at the restricted open-shell Hartree-

Fock level (ROHF), using the cc-pVDZ atomic basis set. Both
ELF and EPLF were computed, and the results are displayed in
Figure 5. This example points out the main difference between
ELF and EPLF: the localization region of the unpaired electron
exhibits a maximum for ELF (high electron localization) and a
minimum for EPLF (low electron pairing). EPLF can identify

Figure 3. ELF = 0.75 (top) and EPLF = 0.12 (bottom) isosurfaces of
the ethylene molecule.

Figure 4. Correlation between the ELF and the EPLF in the ethylene
molecule.
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clearly domains of electron pairing (lone pairs, core domains, and
bonds), and it can additionally characterize localized unpaired
electrons similarly to spin density.
4.3. Multiconfigurational Wave Function. A wave function

for the singlet state of the ozone molecule was first calculated at

the HF/cc-pVDZ level. ELF and the EPLF were both calculated
and give similar qualitative results (Figure 6).
Then, a complete active space wave function with eight electrons

in eight orbitals (CAS(8,8)) was prepared, and EPLFwas calculated
(Figure 7). The EPLF obtained from the CAS wave function is

Figure 5. ELF (top) and EPLF (bottom) contour plots of the HC2
• radical in the molecular plane. Red values are the lowest and blue values are the

highest.
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significantly different from the EPLF obtained from the HF wave
function. In the HF framework, the O-O bonding domains are
more connected to each other than to the lone pair domains of the
central oxygen atom.With theCASwave function, eachO-Obond
domain is more connected to the lone pair domains than to each
other. This example shows that EPLF is an alternative to ELF in
closed shell systems where a multiconfigurational method is re-
quired, as EPLF is well-defined for such cases.
4.4. Open-Shell Singlet. When the ethylene molecule is

twisted with an angle of 90� along the C-C axis, the π bond
breaks. Each one of the π electrons localizes on a carbon atom,
giving rise to an open-shell singlet (see Figure 8), degenerate
with the triplet state. In order to preserve the spin symmetry, a
CAS(2,2) wave function was computed to describe the singlet
state. With such a wave function, the spin density is not able to
localize the unpaired electrons since theR one-electron density is

equal to the β one-electron density in every point of space. The
EPLF reveals the presence of these unpaired electrons by local
minimum values of the function close to the carbon atoms, in the
plane perpendicular to the C-H bonds.

5. SOFTWARE

To realize the EPLF and ELF calculations presented in this
paper, a code was written using the IRPF90 Fortran generator.26

This code is interfaced with the Gaussian 03,27 GAMESS,28 and
Molpro29 programs. As the calculation of EPLF is more expen-
sive than the calculation of ELF, the program has been efficiently
parallelized (for both EPLF and ELF calculations) using the
message passing interface (MPI) library30 and exhibits a linear
speedup property with the number of cores. The EPLF code is
licensed under theGNUGeneral Public License, and the source files
can be downloaded from the Web at http://eplf.sourceforge.net.

6. CONCLUSION

In this work, we have introduced a modified version of the
EPLF analytically computable for standard wave functions and
DFT representations. When compared to the original EPLF
defined in a QMC framework, essentially the same images are
recovered. A systematic comparison of our analytical EPLF with
the Electronic Localization Function (ELF) of Becke and Edge-
combe has beenmade. For closed-shell systems, the EPLF results
are shown to closely match the ELF ones. However, for other
situations, the two localization functions may differ significantly
(radicals, systems with strong static correlations, etc). The major
advantage of the reformulated EPLF is that it can be easily
computed for any kind of electronic structure method defined
from single or multideterminantal wave functions. Further
development will focus on the topological analysis of the EPLF,
which will provide the possibility of computing various proper-
ties integrated from a partition of the three-dimensional space. As
our software is available for free, it should open the possibility for
any chemist to use EPLF for the understanding of complex
electronic structures.
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ABSTRACT: Noncovalent interactions hold the key to understanding many chemical, biological, and technological problems.
Describing these noncovalent interactions accurately, including their positions in real space, constitutes a first step in the process of
decoupling the complex balance of forces that define noncovalent interactions. Because of the size of macromolecules, the most
common approach has been to assign van der Waals interactions (vdW), steric clashes (SC), and hydrogen bonds (HBs) based on
pairwise distances between atoms according to their vdW radii. We recently developed an alternative perspective, derived from the
electronic density: the non-covalent interactions (NCI) index [J. Am. Chem. Soc. 2010, 132, 6498]. This index has the dual
advantages of being generally transferable to diverse chemical applications and being very fast to compute, since it can be calculated
from promolecular densities. Thus, NCI analysis is applicable to large systems, including proteins and DNA, where analysis of
noncovalent interactions is of great potential value. Here, we describe the NCI computational algorithms and their implementation
for the analysis and visualization of weak interactions, using both self-consistent fully quantum-mechanical as well as promolecular
densities. A wide range of options for tuning the range of interactions to be plotted is also presented. To demonstrate the capabilities
of our approach, several examples are given from organic, inorganic, solid state, and macromolecular chemistry, including cases
where NCI analysis gives insight into unconventional chemical bonding. The NCI code and its manual are available for download at
http://www.chem.duke.edu/∼yang/software.htm.

I. INTRODUCTION

Noncovalent interactions are of critical importance in many
chemical, biological, and technological systems. Protein-ligand
interactions,1 the self-assembly of nanomaterials,2 the folding of
proteins,3 and the packing of molecular crystals4 are controlled
by a delicate balance of numerous, weak noncovalent interac-
tions. The large sizes of the materials and structures of interest
makes understanding noncovalent forces particularly difficult.

Accurately describing noncovalent interactions, including
their spatial characteristics, constitutes the first step in the
process of decomposing the complex balance of chemical forces.
However, even this spatial characterization of interactions has
generated controversy.5-8 Because of the size of many systems of
interest, the most common approach to examining noncovalent
interactions has been to assign van derWaals interactions (vdW),
steric clashes (SC), and hydrogen bonds (HBs) in terms of
pairwise distances between atoms based on their vdW radii.9

This procedure, although lacking generality and giving rise to
systematic errors (e.g., the length ofHBs is generally overestimated),
enables the rapid enumeration of noncovalent interactions.

More elaborate algorithms for mapping and analyzing non-
covalent interactions can be derived from the electronic and
kinetic-energy densities. Indeed, the theory of atoms in
molecules10 has been used to understand and to quantify weak
interactions on the basis of the electron density.10-12 This

approach relies on the fact that critical points of the density
(rF = 0) arise when atoms interact. If the interaction is bonding,
the point is expected to be a first order saddle point. Many
properties, including the density itself, its Laplacian (r2F), and
the kinetic-energy density, have been found to correlate with the
interaction energy in vdW and HB complexes for families of
related compounds.11,12 A parallel approach is based on the
analysis of the electron localization function (ELF).13,14 This is a
function of the electron density and the kinetic-energy density
that was developed to highlight regions of electron localization
(i.e., covalent bonds, lone pairs, etc.). HBs have also been studied
using this approach, since the ELF value is proportional to the
strength of the HB.15,16

Recently, we introduced a new approach to visualize non-
covalent interactions, based on the analysis of the electron
densities and their reduced gradients, s(rB).

17 This approach
was chosen for its ability to highlight interactions in the low-
density regime (vide infra). The non-covalent interactions (NCI)
index identifies interactions in a chemical system solely on the
basis of the electron density and its derivatives. Indeed, a similar
approach was recently introduced to analyze covalent bonds,
highlighting the ability of this type of function to identify all types

Received: November 8, 2010
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of bonding situations.18 Here, we introduce a practical strategy
for NCI analysis and visualization of weak interactions.

The paper first summarizes NCI theory. Next, the algorithms
underlying NCI analysis are discussed. Finally, we apply the
approach to chemical examples that span a diverse set of
interaction types and system sizes. Emphasis is placed on the
ability of the new approach to describe the bonding in systems
currently under debate.

Details of the computations are found in the Supporting
Information. The software and manual may be downloaded at
http://www.chem.duke.edu/∼yang/software.htm

II. THEORETICAL BACKGROUND

The NCI analysis provides an index, based on the electron
density and its derivatives, that enables identification of non-
covalent interactions.17 The NCI index is based on a 2D plot of
the reduced density gradient, s, and the electron density, F, where

s ¼ 1

2ð3π2Þ1=3
jrFj
F4=3

ð1Þ

When a weak inter- or intramolecular interaction is present, there
is a crucial change in the reduced gradient between the interact-
ing atoms, producing density critical points between interacting
fragments (Figure 1a,b). Troughs appear in s(F) associated with
each critical point. Since the behavior of s at low densities is
dominated by F, s tends to diverge except in the regions around a
density critical point, where rF dominates, and s approaches
zero. This fact is highlighted in Figure 1c,d, which shows that the
main difference in the s(F) plots between amonomer and a dimer
is the steep trough at low density. When we search for the points
in real space giving rise to this feature, the noncovalent region
clearly appears in the (supra)molecular complex (green isosur-
face in Figure 1f).

Further analysis of the electron density in the troughs is
required to assign the origins of these troughs (steric interactions,
hydrogen bonds, etc.). The electron density values within the
troughs are an indicator of the interaction strength. However,
both attractive and repulsive interactions (i.e., hydrogen-bonding
and steric repulsion) appear in the same region of density/
reduced gradient space. To distinguish between attractive and
repulsive interactions, we examine the second derivatives of the
density along the main axis of variation.

On the basis of the divergence theorem,19 the sign of the
Laplacian (r2F) of the density indicates whether the net
gradient flux of density is entering (r2F < 0) or leaving (r2F
> 0) an infinitesimal volume around a reference point. Hence, the
sign of r2F determines whether the density is concentrated or
depleted at that point, relative to the surroundings. To distin-
guish between different types of weak interactions, one cannot
use the sign of the Laplacian itself, because the sign is dominated
by negative contributions from the nuclei.20 Instead, contribu-
tions to the Laplacian along the axes of its maximal variationmust
be analyzed. These contributions are the eigenvalues λi of the
electron-density Hessian (second derivative) matrix, such that
r2F = λ1 þ λ2 þ λ3, (λ1 < λ2 < λ3). At the nuclei, all of the
eigenvalues are negative, while away from them, λ3 > 0. In
molecules, the λ3 values vary along the internuclear direction,
while λ1 and λ2 report the variation of density in the plane normal
to the λ3 eigenvector. Interestingly, the second eigenvalue (λ2)
can be either positive or negative, depending on the interaction
type. On the one hand, bonding interactions, such as hydrogen
bonds, are characterized by an accumulation of density perpen-
dicular to the bond, and λ2 < 0. Nonbonded interactions, such as
steric repulsion, produce density depletion, such that λ2 > 0.
Finally, vdW interactions are characterized by a negligible density
overlap that gives λ2j 0. Thus, analysis of the sign of λ2 enables
us to distinguish different types of weak interactions, while the
density itself enables us to assess the interaction strength.

The dependence of s(rB) on sign(λ2)F is shown in Figure 2a,
which uses a modification of our earlier reduced gradient and
density plots. The 3D plots resulting from using sign(λ2)F are
shown in Figure 2, bottom. The low-density, low-reduced
gradient trough in the hydrogen-bonded water dimer now lies
at negative values, indicative of an attractive interaction. Con-
versely, the low-density, low-gradient trough for the sterically
crowded bicyclo[2,2,2]octane molecule remains at positive va-
lues, indicating a repulsive interaction. Finally, the low-density,
low-gradient trough for the dispersion-bound methane dimer is
very near zero, with slightly negative sign(λ2)� F negative values
of -0.0025 au, indicative of weak attraction.

III. ALGORITHMIC DETAILS

Figure 3 shows the protocol for visualizing noncovalent
interactions in NCIPLOT. A detailed summary of the tasks
associated with each routine is shown in Table 1 (cube construc-
tion, properties, visualization, and I/O flow).

The key data-flow details are highlighted in Figure 3. The
input of data is shown in red, and its processing is indicated in
black. Two basic types of data constitute the input: the density
information (based on wave functions or molecular geometries)
and the analysis options, which determine the noncovalent
interactions to be plotted. Four algorithms analyze the data:
(i) the selection of interactions (through the input), (ii) the
construction of the cube and the grid (in CUBE, see Table 1),

Figure 1. (a) Representative behavior of atomic density. (b) Appear-
ance of a s(F(rB)) singularity when two atomic densities approach each
other. (c, d) Comparison of the reduced density behavior for the
benzene monomer and dimer; a singularity in s appears at low density
values in the dimer case. (e) Benzene monomer. (f) Appearance of an
intermolecular interaction surface in the benzene dimer, associated with
the additional singularity in the s(F) plot. The isosurface was generated
for s = 0.7 au and F < 0.01 au.
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(iii) the calculation of properties at each point (utilizing a
number of routines), and (iv) the calculation of visualization
data (carried by the main routine, NCIPLOT). Since the input is
keyword oriented, the program includes a number of parsing
routines. These main features are discussed in the following
sections.
III.A. Building the Cube. Interaction analysis is based on

examination of local properties on a cubic grid constructed
within the program. This procedure was found to be extremely
efficient for computing stable properties (as is the case of NCI,
see section III.B).21 Furthermore, this approach enables us to

discard contributions from high-density points in the construc-
tion of isosurfaces. The spatial region to be analyzed is deter-
mined, by default, in terms of the molecular geometry. Unless
otherwise noted, a cube is constructed from the outermost x,y,z
coordinates for all of the molecules in the input. An extra radial
threshold in each direction is added to ensure that the isosurfaces
are contained within the cube (no intermolecular interactions are
expected in those regions, but isosurfaces can spread beyond the
atoms). A practical threshold was defined as 2 Å:

xið0Þ ¼ min½xi�- 2 Å ð2Þ

xið1Þ ¼ max½xi� þ 2 Å ð3Þ
where xi = x, y, z. This step also eliminates spurious symmetry-
related cancellations (e.g., if benzene were analyzed without this
extra threshold, there would be no points along the C6 axis).
It can be useful to construct a user-defined cube or to analyze

the interactions only around one point or molecule (vide infra).
All of these options are implemented in the program and are
described in the Supporting Information.
III.B. Properties. Density, reduced gradient, and λ2 values are

calculated at each point on the grid. Densities can be obtained
from quantum-mechanical calculations or from promolecular
estimates. Topological features of the electron density in the weak
interaction region are very stable with respect to the calculation
method, to such an extent that these features are already con-
tained in the sum of atomic densities (Fiat) .22,23 The molecular
density computed from the sum of atomic contributions, also
known as promolecular density (Fpro), is

Fpro ¼
X
i

Fati ð4Þ

Promolecular densities lack the relaxation introduced in a SCF
Hartree-Fock or DFT calculation; however, the promolecular
densities are very useful for describing large biomolecular

Figure 2. Top: Overlapping troughs in s(F) plots, which can be distinguished when sign(λ2)F is used as the ordinate. Favorable interactions appear on
the left, unfavorable on the right, and vdW near zero. The same s(F) features are obtained using self-consistent (left) and promolecular (right)
calculations, with a shift toward negative (stabilizing) regimes. Bottom: Taking the shift in troughs into account (i.e., changing the cutoff), the isosurface
shapes remain qualitatively unaltered for selected small molecules. Figures are shown for both SCF (left) and promolecular densities (right). NCI
surfaces correspond to s = 0.6 au and a color scale of-0.03 < F < 0.03 au for SCF densities. For promolecular densities, s = 0.5 au (water and methane
dimers) or s = 0.35 au (bicyclo[2,2,2]octene), and the color scale is -0.04 < F < 0.04 au.

Figure 3. Flowchart for program routines for noncovalent interactions'
visualization in NCIPLOT. Red labels highlight the information that can
be input by the user, whereas black labels show the internal flow of
information. The flow is divided into four main algorithmic parts: input,
cube construction, properties, and visualization.
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systems. In these systems, noncovalent interactions are crucial
for describing the interplay of structure and reactivity.3 Because
electron density calculations for these large systems are extre-
mely expensive computationally, use of the promolecular density
is an attractive option. When relaxed densities are compared to
promolecular ones, a shift in the s(F) troughs is observed toward
bonding regimes (see Figure 2 top). Specifically, a large shift
toward smaller density values is observed in the troughs corre-
sponding to regions of nonbonded overlap, introducing less
repulsion and greater stability. However, once this shift is taken
into account (by changing the density cutoff), results at the self-
consistent and promolecular levels are qualitatively equivalent
for all of the cases considered (see Figure 2, bottom).
SCF densities are constructed from the wave function infor-

mation stored in the wfn file, whereas promolecular densities are
constructed from the atomic positions stored in the xyz coordi-
nate file(s). In order to store atomic densities, fully numerical
LSDA24 free-atomic densities were generated for the neutral
atoms H to Ar, spherically averaged over space and summed over
spins. Because atomic densities are piece-wise exponentially
decaying for each shell of electrons, they were then fit to one
(H, He), two (Li-Ne), or three (Na-Ar) Slater-type functions
of the form Fat =

P
j cje

-r/ζj. Once these densities are written as
simple sums of exponential functions, the NCI surfaces can be
calculated very efficiently for each (supra)molecule, since all of
the necessary data (F, s, λ2) can be obtained analytically.
III.C. Visualization: The Cutoffs. The F,s coordinates of the

density troughs define the appropriate cutoffs for the noncova-
lent interactions. For example, a cutoff of F < 0.05 au is
appropriate for recovering the noncovalent interactions in the
benzene dimer, including the nonbonding regions at the center
of each ring (Figure 1c,d). All points giving rise to F values above
this threshold need to have their s values set to a large value. This
enables the user to recover only the noncovalent interactions
when s = S is plotted (for some isosurface value S) because this
rescaling eliminates all points in density/reduced gradient space
with greater density values and s < S (i.e., points with F > 0.05 au
and s < 0.5 au would also appear in the isosurface representation

in Figure 1). Another example is provided in Figure 4. The formic
acid dimer troughs appear at F = 0.01 au for vdW contacts, and
F = 0.05 au for hydrogen bonds. If the cutoff is set to F = 0.02 au,
the isosurface will only recover the vdW interactions in the
system (Figure 4). Furthermore, placing a threshold for the
interval F = [0.02-0.06] au enables the user to isolate the
hydrogen bonds in a similar manner.
It is convenient, therefore, to perform a preliminary run, where

only s(F) values are produced, and the user can use these data to
determine optimal cutoffs. A second run can subsequently target
the noncovalent interactions in a given molecule with no
interference from other density regions. For this reason, the
current implementation enables the user to decide which file
types are to be output.
III.D. Input: Selectively Displaying the Interactions. In

order to plot a certain interaction selectively, there are several
constraints that can be applied to display the weak interactions of
interest. Criteria for filtering the interactions include the strength
of the interaction, its localization in space, and its nature
(whether it is intermolecular or intramolecular). The details
for each of these cases are described below.

Table 1. NCIPLOT Tasks and Details of the Input and Outputa

MODULE ROUTINE TASK INPUT OUTPUT

MAIN NCIPLOT main routine visualization

CUBE CUBE constructs cube and grid geometry cube, grid

I/O TIMER accumulates run times process and resetting elapsed times

GETARGS get command arguments argument count

GETDATE extracts time and date (operatingsystem) date and time

ZATGUESS provides atomic #s atomic symbol atomic #

RWFN stores wfn information wfn file wfn information

RPROM stores xyz information xyz file xyz information

PROPS PROPPROM calculates properties at rB (PROM) rB F, s(F)
CALCHESS calculates λ2 at rB (PROM) rB λ2
PROPWFN calculates properties at rB (SCF) rB F,s (F), λ2
F012 derivatives at rB (SCF) rB derivatives

PHI012 summation over primitives rB summation

PRI012 construction of primitives rB primitives

INDEX0 angular momentum assignation primitive type Li
RS matrix diagonalization (eispack) matrix eigenvalues

aThe table is organized following the main algorithmic subdivisions of the flowchart (Figure 3): cube construction, properties, and visualization, as well
as I/O flow. wfn file stands for the wavefunction file (wfn extension) commonly used for post-SCF analyses.

Figure 4. NCI analysis of formic acid dimer. (a) s(F) plot for the SCF
density. Peaks appear at F = 0.01 au for vdW and F = 0.05 au for
hydrogen bonds. (b) If the cutoffs are set at s = 0.7 au and F < 0.02 au, the
isosurface only recovers the vdW interactions in the system. (c) If the
cutoffs are set at s = 0.5 au and 0.02 < F < 0.06 au, only the hydrogen
bonds are displayed. The NCI color scale is -0.06 < F < 0.06 au.
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1. Strength: It is possible to select the interaction in terms of
its strength by the choice of cutoff parameters. Figure 4 uses
the information in section III.C to plot only the vdW contact
region in the formic acid dimer, while avoiding the hydrogen
bonds. It is also possible to define an interval range, as in
the formic acid dimer case, to identify only hydrogen bonds
and exclude vdW interactions. An interval of the kind F =
[0.02-0.06] au produces this result.

2. Geometry: There are two possibilities when choosing a
given interaction from its location in 3D space:

(i) An appropriate choice of the cube boundaries enables
the selection of individual interactions (CUBE keyword
in the Supporting Information). The cube in Figure 5a
captures only one of the hydrogen bonds in the formic
acid dimer. This option is especially suitable if there are
several interactions of the same type, but only one of
them is of interest. In this case, the strength criterion
would not differentiate the interactions, and the geo-
metric selection should be used.

(ii) An alternate implementation for the geometric criter-
ion consists of defining the center of the cube instead
of its boundaries (RADIUS keyword in the Supporting
Information). This option uses the origin and length of
the box sides as input, rather than the Cartesian
coordinates themselves. Results for the benzene dimer
are shown in Figure 5b, where the steric clashes within
a single ring are highlighted by searching for nonco-
valent interactions near the center of the upper ben-
zene molecule.

3. Pure Intermolecular Interactions: All of the interactions
with at least a specified fraction (e.g., f = 0.9) of the density
from a single molecule are turned off:

Fmolec
Ftot

¼ g f intramolecular
< f intermolecular

(
ð5Þ

This choice causes only intermolecular interactions to be
plotted, screening out the intramolecular interactions.
Figure 5c shows results for the benzene dimer, where the
internal steric repulsions are removed, since most of their
density is obtained from a single benzene contribution. In
order to construct molecular densities, atoms need to be
assigned to each monomer. This is readily automated if
each monomer is uploaded in a different file. This proce-

dure enables the characterization of monomers and the
construction of Fmolec.

4. Centered around a Given Molecule: If the radial and the
intermolecular options are used together, the intermolec-
ular interactions around just one of the molecules will be
highlighted (implemented via the LIGAND keyword,
described in the Supporting Information). In this case,
the desired cube is set around one entire molecule rather
than around a given point. This option is particularly useful
to study inclusion complexes and protein-ligand interac-
tions, where a small molecule binds in a cavity and we wish
to describe the interactions at this active site. In these cases,
the interactions of interest are not only intermolecular but
are localized around the smaller of the two partners (see
protein-ligand interactions for HDAC8 protein in section
IV.B.2).

IV. APPLICATIONS

Here, we review some examples where the applicability of
NCIPLOT is illustrated for a range of systems (large and small
molecules, inorganic complexes, and biological systems). Exam-
ples are chosen to highlight the capabilities of NCI and to shed
light on challenging open issues as to the nature of specific
interactions.
IV.A. Coordination Chemistry. IV.A.1. S-S Bond in S4N4.

Tetrasulfur tetranitride, S4N4, is a textbook example that illus-
trates structure, bonding, and reactivity in main group inorganic
compounds. Although discovered in 1835, S4N4 remains a
subject of intensive study. S4N4 exists as an eight-membered
ring. The most stable conformation is a D2d “boat”, in which the
ring folds back on itself to give two close S-S contacts bridging
the ring.25 Another possible but less-stable conformer is the Cs

“cage” structure. Both geometries were found in previous DFT
calculations26 and are shown in Figure 6. The greater stability of
the boat conformation was explained by the presence of S-S
bonding interactions.27 These bonding interactions are clearly
revealed by the NCI analysis and are predicted to be fairly strong,
on the order of HB strengths, with s(F) troughs at F∼ 0.044 au.
There is also a nonbonding interaction through the center of the
boat. Conversely, there is only a weak vdW interaction at the
center of the more open cage structure. Thus, the NCI repre-
sentation explains the greater stability for the boat conformation
of S4N4.
IV.A.2. Hg Complexes. Understanding the solvation of ions

and their interactions with ligands is of prime relevance for
rationalizing their bioactivity. Since metals play a decisive role in
many protein active sites as cofactors, it would be useful to have
simple means of describing metal-ligand interactions.
Mercury(II) is a heavy metal cation especially challenging for

quantum-mechanical treatment, as both correlation and relati-

Figure 5. Results of several input options for the selective representa-
tion of a given interaction based on (a) its localization in 3D space,
defined by the cube, (b) its localization in 3D space, defined by a radial
threshold around a point (in this case, the center of the top benzene was
chosen), (c) its inter-/intramolecular nature (in this case only inter-
molecular interactions are shown). NCI surfaces correspond to s = 0.4 au
and a color scale of -0.04 < F < 0.04 au, using promolecular densities.

Figure 6. S4N4 main conformations. (a) Boat conformation b) Cage
conformation. The boat conformation is more stable due to the bridging
S-S bond. NCI surfaces correspond to s = 0.4 au and a color scale of
-0.05 < F < 0.05 au.
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vistic effects play a crucial role in its bonding and electronic
structure. Figure 7a-d show how NCI is used to quickly and
efficiently assess Hg complexation sites and discern the strength
of binding between Hg2þ and its ligands. The DFT optimized
geometry of the [Hg(H2O)3]

2þ complex indicates that the three
waters bound to Hg are not equivalent, with one of the waters
further away than the other (2.2 Å vs 2.3 Å, see Figure 7a). In
order to analyze the nature of the stabilization, we decompose the
interaction energy of the complex using the RVS28 (reduced
variational space) procedure. Both polarization and charge
transfer are significantly weaker for one water molecule than
for the other two.While two water molecules show a polarization
energy of -15 to -16 kcal/mol and a charge transfer energy
of -10 kcal/mol, the third water shows stabilization due to
polarization and charge transfer of only -12.7 kcal/mol
and -6.2 kcal/mol, respectively. Specific details of the calcula-
tion are found in the Supporting Information. The weaker
binding of one of the water molecules is clearly revealed by the
NCI representation.
NCI also recovers the ordering of binding energies when

different ligand series are analyzed. Figure 7b-d show [Hg(X)3]
complexes (X = F, Cl, or Br). F is more strongly bound to Hg
than Cl than Br. This result is in agreement with the [Hg(X)3]

-

binding energies, which are -632.8 (F), -571.0 (Cl), and
-562.6 kcal/mol (Br) (see calculation details in the Supporting
Information).
IV.A.3. BH3NH3 and the Dihydrogen Bond. Recently, the

term “dihydrogen bond” was coined to describe an interaction of
the type D-H 3 3 3H-E, where D is a typical hydrogen donor
(such as N or O).40 The novelty of this bond is that the acceptor
atom is also a hydrogen. Thus, the accepting hydrogen atommust
be negatively charged, and E is an atom capable of accommodating
a hydridic hydrogen. Transitionmetal and boron atoms are known
examples of atoms serving as E atoms.
BH3NH3 is a widely studied example among dihydrogen-

bonded complexes.8,35,36 Crabtree et al.37 placed the NH 3 3 3HB
contacts at the upper end of the energy range for hydrogen
bonds. Popelier, instead, assigned these interactions to the range
of normal H-bond strengths.35 Morrison and Siddick36 assigned
the energies to the lower end of the hydrogen-bond-strength
spectrum. The most relevant point made by the later authors is
that there is a large conformational difference between the native
crystal structure and the gas-phase minima considered by Crab-
tree et al.37 and Popelier.35

Figure 8 shows the NCI results for two different (BH3NH3)4
complexes. In Figure 8a, the structure was completely optimized
in the gas phase, whereas in Figure 8b, the tetramer geometry was
derived from the crystalline structure (with the hydrogen posi-
tions optimized to ensure correct description of the H-H
contacts).38 Calculations were performed using the B3LYP
functional and support qualitatively different interaction types
in each case. Whereas the gas-phase tetramer gives rise to a highly
negative interaction energy, the crystalline structure is not stable
with this density functional. This difference suggests that the
solid structure is only stabilized by dispersion interactions (which
are completely neglected using this functional39); stronger
interactions are present in the fully optimized gas-phase complex.
The NCI description is able to recover the different nature of

the interactions in both tetramers, supporting Morrison and
Siddick’s conclusion.36 Whereas the crystalline tetramer only
shows vdW contacts, the completely optimized structure gives
rise to stronger dihydrogen bonds (with F= 0.02 au), which are
closer in energy to normal hydrogen bonds.
IV.B. Large Systems. IV.B.1. High Affinity Host-Guest Com-

plexes. Host-guest complexation, like protein-ligand bind-
ing, depends upon a balance of stabilizing and destabilizing
noncovalent interactions that contribute to the net thermody-
namics. These systems are well-known exemplars for understand-
ing noncovalent interactions in more complex biomolecular
systems. Recent experimental results show that synthetic host-
guest systems can achieve binding affinities that rival those of the
tightest-bound protein-ligand complexes. For example, the se-
ven-unit cucurbitural host (CB[7], Figure 9) binds cationic
adamantyl,29 ferrocene derivatives,30 and bicyclo[2,2,2]octane
derivatives31-33 with binding constants of 109 to 1013 M-1. Thus,
a key test of our NCI method is to understand the magnitude of
noncovalent interactions in host-guest complexes.
Mining minima algorithms (M2) have been used to dissect the

enthalpic and entropic contributions to high binding affinities.33

Despite the evident electrostatic complementarity of the cationic
guests and the electronegative, carbonyl portions of CB[7],
electrostatic interactions do not provide a significant net driving
force for ligand binding. This is because the strong Coulombic
attractions between the guests and CB[7] are offset by the
energetic cost of removing solvating water from the cationic
guests and the polar hosts upon binding. Instead, two other
factors are found to be crucial for stabilizing these complexes.
The entropy penalty is unusually small in relation to the enthalpy
of binding. This is likely the case because of the rigidity of both

Figure 7. Complexes of Hg. (a) [Hg(H2O)3]
2þ, (b) [Hg(F)3]

-,
(c) [Hg(Cl)3]

-, (d) [Hg(Br)3]
-. NCI surfaces correspond to s = 0.3

au and a color scale of -0.1 < F < 0.1 au.

Figure 8. Dihydrogen interactions in a BH3NH3 tetramer in (a) the
fully optimized gas-phase geometry and (b) the solid-state geometry.
NCI surfaces correspond to s = 0.4 au and a color scale of -0.03 < F <
0.03 au.
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the host and the guest structures.31,33 Furthermore, the host and
guest molecules studied are complementary in their preferred con-
formations. These characteristics give rise to favorable enthalpy-
entropy compensation that enhances the binding affinities.
NCI analysis allows an assessment of host-guest comple-

mentarity and the extent to which weak enthalpic interactions
stabilize a complex (NCI would not identify stabilization due to
purely Coulombic forces). Figure 9 shows the binding between a
bicyclo[2.2.2]octane derivative and CB[7]. In agreement with
M2 results, vdW interactions are established throughout the
cavity. The binding of the guest is further favored by the two
hydroxyl anchors: the hydroxyl substituents on the guest estab-
lish strong hydrogen bonds with two carbonyls of the CB7 host
(see Figure 9 insets).
IV.B.2. Protein-Ligand Interactions. Figure 10 shows the

promolecular NCI surface around a V5X ligand in the active site
of the HDAC8 protein (obtained from the protein data bank, as
2v5x.pdb, ref 34), with the details of the NCI surfaces enlarged.
Specific parameters for the Zn2þ contribution to the promolec-

ular density were calculated as described in section III.B. The
NCI analysis reveals a set of complex interactions between the
ligand and the protein, which arise from a combination of specific
atom-atom interactions (i.e., hydrogen bonds) as well as broad
surfaces indicative of stabilizing vdW interactions. On the lower
right-hand side of the figure, we show the stabilization of the
Zn2þ ion by the protein and ligand. At the lower left, we show the
hydrogen bond between the ligand and His140. The top left of
the figure shows the vdW surface between the ligand and the
Phe139 phenyl ring. NCI analysis clearly highlights how a ligand
“fits” the geometry of the active site, and the many small
contributions that combine to determine the interaction energy
between the ligand and protein.

V. CONCLUSIONS

Algorithms for the analysis of noncovalent interactions based
on the NCI index were described. An efficient and flexible
implementation was established for both SCF and promolecular
densities, allowing for the analysis of noncovalent interactions in
both small molecules and macromolecules. The utility of the
method was illustrated with examples from organic and inorganic
chemistry. Special emphasis was given to the ability of the new
NCI index to provide insight into open issues in bonding.

The NCI code and a manual may be downloaded at http://
www.chem.duke.edu/∼yang/software.htm
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ABSTRACT: In this paper, a new partitioning of the complex interaction energy is proposed. This new partitioning is based on the
decomposition of the one-electron and exchange-correlation densities into unperturbed and deformation densities. Thus, the
proposed energy fragmentation can be applied at the SCF level and post-SCF levels as long as the corresponding density matrices
have been evaluated previously. It provides the typical description of the complex interaction as a summation of electrostatic,
exchange-repulsion, and polarization terms. However, the newmethod allows splitting up the exchange-repulsion into exchange and
Pauli-repulsion energies. A full theoretical description of the method is presented, and some examples of its application to small
complexes are discussed. A comparison with results obtained using perturbation methods is also carried out, showing that the first
order terms obtained from symmetry adapted perturbation theories are perfectly reproduced with the new method. A clear bridge
between qualitative deformation density plots and quantitative measures of the interaction energy components can be established
within the framework of this new partitioning scheme, giving rise to a graphical and very intuitive interpretation of the complex
formation.

1. INTRODUCTION

The most employed method for the calculation of intermolec-
ular energies is the supermolecular ansatz1-3 in which the inter-
action energy is calculated as the difference in the total energies
of the complex and the monomers. Because of its simplicity, this
approach is widely used; in fact, any ab initio or DFT program
package can provide the complex and monomer energies, the
latter corrected for the unwanted basis set superposition error.4,5

However, the information provided by the supermolecular
approach about the intermolecular interaction is very poor, as
it gives only the value of the intermolecular energy and does not
give any physical insight into the nature of the interaction. This
drawback can be solved using a perturbational treatment of
intermolecular interactions. The perturbation theory has been
applied to the problem of intermolecular forces since the early
days of quantum chemistry, and it continues to provide the ratio-
nal framework for their understanding, modeling, and computa-
tion.1,2,6 Thus, perturbation methods provide an interpretation
of the potential energy surfaces obtained by the supermolecular
approach1,4 and have been the keystone in the development of ab
initio intermolecular force fields.1,7

According to perturbation theory, all intermolecular interac-
tions contain four fundamental physical contributions: electro-
static, exchange-repulsion, induction, and dispersion.1,2,6,7 The
exchange-repulsion energy includes both the intermolecular
electron-electron repulsion due to the Pauli exclusion principle
and the exchange energy due to the exchange effects resulting
from the tunneling of the electrons between interacting systems.1,6

The induction and dispersion energies together constitute the
polarization term.1,2

The conceptually simplest perturbation approach to the
intermolecular interactions is the standard application of the
Rayleigh-Schr€odinger perturbation (RSPT) to a dimer, the so-
called polarization theory.1,6,8,9 This approach is very successful
in describing the interaction between two molecules a long
distance apart, but at short range, it fails completely. Among

the perturbation theories that solve this problem, the symmetry-
adapted perturbation approach of Jeziorski et al.6 (SAPT) has
been the most used. Its popularity is mainly due to a lower
computational cost in the calculation of the perturbational terms.

On the other hand, most of the perturbational approaches are
based in molecular orbital theory, and they use the Heitler-
London method to construct the initial wave function of the
system. However, this wave function is not variationally opti-
mized, which causes some ambiguity in the separation of the first
order terms, namely, electrostatic and repulsion energies.10,11

This problem can be solved using a recently proposed method
based on density functional theory (DFT), where the intermedi-
ate complex electron densities are obtained variationally.11 Since
it is based on DFT, the calculation of the energy terms requires
only the knowledge of the one-electron densities. The method
also provides the charge transfer contribution to the energy.
However, this term is part of the short-range induction energy1

and has been a source of controversy, giving rise to a good deal of
confusion. Ayers et al.11 separate the charge transfer contribution
from the induction energy on the basis of a more or less arbitrary
limit of the density of each fragment of the complex. Finally, the
calculation of the dispersion contribution within this approach
will be strongly influenced by the development of van der Waals
functionals in density functional theory.

The aim of this work is to propose a new fragmentation of the
intermolecular interaction energy based on the electron density
that can be of general application. The energy fragmentation is
performed by means of the unperturbed monomer electron
densities and the intermolecular deformation densities asso-
ciated with each energy term. Therefore, the method of calcula-
tion of the energy terms is given by the level of computation of
the electron densities, so that the new partitioning may be
considered of general application. As expected for any new

Received: November 8, 2010
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interaction energy partitioning, the method keeps a strong rela-
tion with other previously proposed schemes. So, it gives essentially
the same first order contributions as the well-known SAPTmethod
of Jeziorski et al.,6 and therefore they are directly comparable.
However, the new scheme splits the short-range repulsive term into
exchange and repulsion energies, giving a separate value to each of
them. The second order terms are analogous to the second order
SAPT contributions plus their exchange corrections, and a corre-
spondence between them may also be expected.

If the method is considered from a practical point of view, one
of its strongest points emerges: once the electron densities are
obtained, the computation of all intermolecular terms takes virtually
negligible time compared to the calculation of the electron den-
sities. So the bottleneck for the calculations is the computation of
the densities. Since most of quantum chemical program packages
provide the electron density during the SCF or post-SCF pro-
cedures, this method will use in the most expensive step of the
calculation any strategy, approach, or ansatz employed by the
quantum chemical program packages to obtain the energy. This
reduces significantly the computational cost, allowing the calcu-
lation of the different intermolecular energy terms in very large
systems. Finally, density deformation plots associated with each
intermolecular term can be obtained using this new scheme.
These density plots may be a graphical and very intuitive tool to
understand the nature of the different intermolecular terms and
the delicate balance between them. In the next sections, we will
expose the proposed method together with its application to
some systems at different levels of calculation.

2. THEORETICAL DEVELOPMENTS

The total nonrelativistic energy of any molecular or atomic
system can be exactly expressed in terms of the one-electron
density, F(rB1), and the two-electron density, F(rB1,rB2). Since the
latter can be expressed as the sum of the product of the one-electron
densities plus the exchange-correlation density, FXC(rB1,rB2), the
expression of the energy is given by

E ¼ -
1
2

Z
r2Fð rB1, rB1

0Þr1 0 ¼ r1
d rB1 þ

Z
ν̂NFð rB1Þ d rB1

þ 1
2

ZZ
Fð rB1Þ Fð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ 1
2

ZZ
FXCð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 þ
XN
I ¼ 1

XN
J > I

ZIZJ

j RBI- RBJ j
ð1Þ

where ν̂N represents the electrostatic potential created by the
nuclei, N the number of nuclei, and Z the nuclear charge (in
atomic units). In the case of two interacting molecular or atomic
systems A and B, the nuclear electrostatic potential and energy,
the one-electron density, and the exchange-correlation density
can be expressed in terms of their values for the noninteracting
systems plus their changes along the interaction. Thus, they can
be written as eqs 2-345:

XN
I ¼ 1

XN
J > I

ZIZJ

RIJ
¼
XNA

I ¼ 1

XNA

J > I

ZIZJ

RIJ
þ
XNB

I ¼ 1

XNB

J > I

ZIZJ

RIJ

þ
XNA

I ¼ 1

XNB

J ¼ 1

ZIZJ

j RBI- RBJ j
ð2Þ

ν̂N ¼ ν̂NA
þ ν̂NB

ð3Þ

Fð rB1Þ ¼ FAð rB1Þ þ FBð rB1Þ þ ΔFð rB1Þ ð4Þ

FXCð rB1, rB2Þ ¼ FXC, Að rB1, rB2Þ þ FXC, Bð rB1, rB2Þ
þ FXC, ABð rB1, rB2Þ þ ΔFXCð rB1, rB2Þ ð5Þ

where ΔF is the one-electron deformation density. The third
and fourth terms in eq 5 represent the intermolecular frac-
tion of the exchange-correlation density before electron
polarization and the changes experienced in the total ex-
change-correlation density due to the electron polarization,
respectively.

The one-electron deformation density is in turn the result of
two effects: on one hand, the effect over the monomers' one-
electron densities of the Pauli exclusion principle, ΔFPauli, which
is given by the difference between the electron density obtained
from the antisymmetrized product of the monomers’ wave
functions and the electron density obtained from the Hartree
product; on the other hand, the effect over the one-electron
density of the electron polarization due to the intermolecular
interaction, ΔFPol, which is given by the difference between the
total and the Pauli deformation densities. Thus, eq 4 can be
replaced by eq 6.

Fð rB1Þ ¼ FAð rB1Þ þ FBð rB1Þ þ ΔFPaulið rB1Þ þ ΔFPolð rB1Þ
ð6Þ

By introducing eqs 2, 3, 5, and 6 in eq 1, the following expression
is obtained for the energy of the interacting systems.

E ¼ -
1
2

Z
r2FAð rB1, rB1

0Þr1 0 ¼ r1
d rB1-

1
2

Z
r2FBð rB1, rB1

0Þr1 0 ¼ r1
d rB1

-
1
2

Z
r2ΔFPaulið rB1, rB1

0Þr1 0 ¼ r1
d rB1

þ -
1
2

Z
r2ΔFPolð rB1, rB1

0Þr1 0 ¼ r1
d rB1 þ

Z
ν̂NA

FAð rB1Þ d rB1

þ
Z

ν̂NB
FBð rB1Þ d rB1þ

Z
ν̂NA

FBð rB1Þ d rB1 þ
Z

ν̂NB
FAð rB1Þ d rB1

þ
Z

ν̂NA
ΔFPaulið rB1Þ d rB1 þ

Z
ν̂NA

ΔFPolð rB1Þ d rB1

þ
Z

ν̂NB
ΔFPaulið rB1Þ d rB1 þ

Z
ν̂NB

ΔFPolð rB1Þ d rB1

þ 1
2

ZZ
FAð rB1ÞFAð rB2Þ

j rB2- rB1j
d rB1 d rB2 þ

1
2

ZZ
FBð rB1ÞFBð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ
ZZ

FAð rB1ÞFBð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ 1
2

ZZ
ΔFPaulið rB1ÞΔFPaulið rB2Þ

j rB2- rB1j
d rB1 d rB2

þ 1
2

ZZ
ΔFPolð rB1ÞΔFPolð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ
ZZ

ΔFPaulið rB1ÞΔFPolð rB2Þ
j rB2- rB1j

d rB1 d rB2
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þ
ZZ

ΔFPaulið rB1ÞFAð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPaulið rB1ÞFBð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPolð rB1ÞFAð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPolð rB1ÞFBð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ 1
2

ZZ FXC, Að rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2þ
1
2

ZZ FXC, Bð rB1, rB2Þ
j rB2- rB1j

d rB1d rB2

þ 1
2

ZZ FXC, ABð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2

þ 1
2

ZZ
ΔFXCð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 þ
XNA

I¼ 1

XNA

J > I

ZIZJ

j RBI- RBJ j

þ
XNB

I¼ 1

XNB

J > I

ZIZJ

j RBI- RBJ j
þ I¼ 1NAP XNB

J¼ 1

ZIZJ

j RBI- RBJ j
ð7Þ

On the other hand, the summation of the energies of the isolated
systems A and B is given by

EA þ EB ¼ -
1
2

Z
r2FAð rB1, rB1

0Þr1 0 ¼ r1
d rB1

-
1
2

Z
r2FBð rB1, rB1

0Þr1 0 ¼ r1
d rB1

þ
Z

ν̂NA
FAð rB1Þ d rB1 þ

Z
ν̂NB

FBð rB1Þ d rB1

þ 1
2

ZZ
FAð rB1Þ FAð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ 1
2

ZZ
FBð rB1Þ FBð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ 1
2

ZZ FXC, Að rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2

þ 1
2

ZZ FXC, Bð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
XNA

I¼ 1

XNA

J > I

ZIZJ

j RBI- RBJ j
þ
XNB

I¼ 1

XNB

J > I

ZIZJ

j RBI- RBJ j
ð8Þ

where all of the terms are contained explicitly within eq 7. The
difference between eqs 7 and 8 is then the interaction energy, Eint,
betweenA and B, expressed in terms of the deformation densities
and unperturbed densities of the isolated systems. By defining
the electrostatic potential created by the electrons and nuclei of
molecules A and B (isolated) as

ν̂Að rB1Þ ¼ ν̂NA
ð rB1Þþ

Z
FAð rB2Þ
j rB2- rB1j

d rB2 ð9Þ

ν̂Bð rB1Þ ¼ ν̂NB
ð rB1Þþ

Z
FBð rB2Þ
j rB2- rB1j

d rB2 ð10Þ

and grouping terms depending on the unperturbed densities and
deformation densities, it is possible to separate Eint into different
contributions with clear physical meaning (eqs 11-15).

Eint ¼ Eelec þ Eexch þ Erep þ Epol ð11Þ

Eelec ¼
Z

ν̂NA
FBð rB1Þ d rB1 þ

Z
ν̂NB

FAð rB1Þ d rB1

þ
ZZ

FAð rB1Þ FBð rB2Þ
j rB2- rB1j

d rB1 d rB2 þ
XNA

I¼ 1

XNB

J¼ 1

ZIZJ

j RBI- RBJ j
ð12Þ

Eexch ¼ 1
2

ZZ FXC, ABð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 ð13Þ

Erep ¼
Z

ν̂AΔFPaulið rB1Þ d rB1 þ
Z

ν̂BΔFPaulið rB1Þ d rB1

þ 1
2

ZZ
ΔFPaulið rB1Þ ΔFPaulið rB2Þ

j rB2- rB1j
d rB1 d rB2

þ
ZZ

ΔFPaulið rB1Þ FAð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPaulið rB1Þ FBð rB2Þ
j rB2- rB1j

d rB1 d rB2

-
1
2

Z
r2ΔFPaulið rB1, rB1

0Þr1 0 ¼ r1
d rB1 ð14Þ

Epol ¼
Z

ν̂AΔFPolð rB1Þ d rB1 þ
Z

ν̂BΔFPolð rB1Þ d rB1

þ 1
2

ZZ
ΔFPolð rB1Þ ΔFPolð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ
ZZ

ΔFPolð rB1Þ FAð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPolð rB1Þ FBð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFPaulið rB1Þ ΔFPolð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ-
1
2

Z
r2ΔFPolð rB1, rB1

0Þr1 0 ¼ r1
d rB1

þ 1
2

ZZ
ΔFXCð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 ð15Þ

The terms given above are classified as follows:
(i) Electrostatic term, Eelec, which exclusively depends on the

nuclear charge and one-electron density distributions of
the isolated systems, accounting for the eventual presence
of effective charges and multipole moments

(ii) Exchange term, Eexch, depending exclusively on the un-
perturbed intermolecular exchange-correlation density

(iii)Repulsion term, Erep, depending on the deformation of the
monomers' one-electron densities associated with the
Pauli exclusion principle

(iv)Polarization term, Epol, depending on the deformation of
the electron densities due to the electron polarization. In
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turn, the polarization energy can also be partitioned into
one-electron density and exchange-correlation density
terms

3. COMPUTATIONAL DETAILS

Implementation of eqs 11-15 has been performed in a
program written in the Fortran language. In its current version,
the program requires as input the information of the molecular
orbital coefficients and the one-electron and two-electron inte-
grals for basis functions. The Gaussian 03 program12 provides the
input information for the example calculations presented in this
work. Then, the program computes the different density matrices,
expressed in terms of basis functions, required for the calculation of
the energy terms. The calculation of the exchange and repulsion
energies is the most delicate step, and further details about their
computation are given in and .

At the SCF level, the different energy terms that constitute the
polarization energy are obtained from the one-electron and the
exchange deformation densities. Since the total interaction
energy and all its components are calculated analytically, differ-
ences between the interaction energy calculated using the super-
molecular approach and that obtained as a summation of its
energy components have been found to be negligible.

On the contrary, at the post-SCF level, the exchange-correla-
tion energy term of the polarization energy is obtained as the
difference between the total interaction energy and the summa-
tion of the remaining energy components. This shortcut avoids
the arduous task of computing the two-electron reduced density
matrices at the post-SCF level and relies on the accuracy of the
calculation of the electrostatic and exchange-repulsion energies
(see next section for details).

We have checked our method in three typical complexes such as
water, hydrogen fluoride, and methane dimers. The 6-311þþG-
(2d,2p) basis set was employed in the calculations of water and
hydrogen fluoride dimers. Since a good description of the methane
dimer potential energy surface requires a larger basis set, we have
employed for this system the aug-cc-pVQZ basis set. Energy
decomposition was performed using Hartree-Fock (HF), MP2,
MP4, CCD, CCSD, and QCISD electron densities.

4. EXAMPLES

Comparison with Perturbation Approaches. Although the
new fragmentation can be applied on any kind of atomic or
molecular interaction (covalent, ionic, van der Waals, etc.), the
most interesting application is, undoubtedly, the study of weak
intermolecular interactions. Perturbation and hybrid approaches

provide a solid background for the physical interpretation of the
interaction energy in intermolecular complexes. Terms arising
from perturbation approaches can be classified as electrostatic,
exchange, and polarization, where the latter can be split up into
pure induction and dispersion energies at the second-order per-
turbation level.
In this section, we will merge as far as possible the energy terms

of eqs 11-15 with those arising from the perturbation ap-
proaches. We will start with the simplest case of SCF electron
densities to further extend it to the more general case of corre-
lated post-SCF densities.
The physical interpretation of the energy terms given in eq 11

becomes clear when the electron densities are obtained at the
HF level. The electrostatic term is the classical intermolecular
Coulombic interaction between electrons and nuclei of different
monomers. As long as we deal with Hartree-Fock electron
densities, the intramonomer correlation effects are not taken into
account (in this section, we will employ the term “uncorrected”
for those energy terms that do not include electron correlation
corrections).

Euncelec ¼
Z

ν̂NA
FHFB ð rB1Þ d rB1 þ

Z
ν̂NB

FHFA ð rB1Þ d rB1

þ
ZZ

FHFA ð rB1Þ FHFB ð rB2Þ
j rB2- rB1j

d rB1 d rB2 þ
XNA

I¼ 1

XNB

J¼ 1

ZIZJ

j RBI- RBJ j
ð16Þ

This is exactly the same energy as the electrostatic energy
obtained with Morokuma’s method, and also the same as the
electrostatic energy obtained from the hybrid methods that
employ the Hartree-Fock interaction energy. The Hartree-
Fock electrostatic energies calculated using the new frag-
mentation and the SAPT-HF method are shown in Table 1 for
water, hydrogen fluoride, and methane dimers. As one can see,
differences in the values obtained by both methodologies are
negligible.
At the HF level, the exchange-correlation density contains

exclusively the electron exchange part. Thus, Eexch
unc gives exactly

the exchange part of the uncorrected exchange-repulsion energy.

Euncexch ¼ 1
2

ZZ FHFX, ABð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 ð17Þ

This is one important advantage of using electron densities
to represent the interaction energy, it is possible to separate
exchange energy from repulsion, which is not possible using

Table 1. Comparison of Electrostatic and Exchange-Repulsion Energies for Water, Hydrogen Fluoride, and Methane Dimers
Obtained at the SCF, MP2, and CCSD Levels Using the New Fragmentation Scheme and the SAPT Method (All Values in kJ
mol-1)

(H2O)2 (HF)2 (CH4)2

SCF MP2 CCSD SCF MP2 CCSD SCF MP2 CCSD

Eelec -33.51 -33.39 -32.64 -26.40 -25.56 -25.19 -0.84 -1.00 -0.92

Eelec(SAPT) -33.51 -33.30 -32.68 -26.44 -25.44 -25.19 -0.84 -1.05 -0.96

diff (%) 0.02 0.36 0.14 0.03 0.57 0.00 3.10 2.25 3.93

Ex-rep 26.69 32.09 33.72 18.33 23.14 24.60 3.22 3.35 3.51

Ex-rep(SAPT) 26.40 30.92 31.46 18.20 22.51 22.84 3.22 3.60 3.72

diff (%) 1.06 3.72 7.20 0.70 2.92 7.87 0.63 6.72 5.16
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perturbation methods. The Hartree-Fock exchange and repul-
sion energy terms obtained in this work are also compared in
Table 1 with the exchange-repulsion energies obtained using
SAPT-HF. As in the case of electrostatic energies, the summation
of the exchange plus repulsion terms gives the same results as the
SAPT-HF method for the exchange-repulsion energy. As ex-
pected for interactions between closed-shell systems, the ex-
change part is negative, whereas the repulsion part is positive and
larger in absolute value. The intermolecular exchange energy stabi-
lizes the complex, but the Pauli repulsion exerted by electrons with
the same spin in the intermolecular region overtakes the exchange
energy, giving rise to a net destabilization. Details about the
calculation of FX,ABHF (rB1,rB2), and ΔFPauliHF (rB1) are given in .
Since the dispersion energy is not accounted for at the HF

level, the polarization term (eq 15) gives directly the uncorrected
induction energy. However, in this case the induction energy also
reflects the exchange correction that arises in the perturbation
methods.

Euncind ¼
Z

ν̂AΔF
HF
Polð rB1Þ d rB1 þ

Z
ν̂BΔF

HF
Polð rB1Þ d rB1

þ 1
2

ZZ
ΔFHFPolð rB1Þ ΔFHFPolð rB2Þ

j rB2- rB1j
d rB1 d rB2

þ
ZZ

ΔFHFPolð rB1Þ FHFA ð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFHFPolð rB1Þ FHFB ð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ
ZZ

ΔFHFPaulið rB1Þ ΔFHFPolð rB2Þ
j rB2- rB1j

d rB1 d rB2

þ-
1
2

Z
r2ΔFHFPolð rB1, rB1

0Þr1 0 ¼ r1
d rB1

þ 1
2

ZZ
ΔFHFX ð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 ð18Þ

Summarizing, all energy terms obtained with the new frag-
mentation scheme have physical interpretation in terms of
traditional electrostatic, exchange-repulsion, and induction en-
ergies derived from perturbation theory at the HF level.
The use of correlated post-SCF densities incorporates the

dynamic electron correlation effect into the interaction energy.
This evidently improves the results but complicates the physical
interpretation of the energy fragmentation. The dispersion energy,
which is intrinsically related to the dynamic electron correlation,
appears to be unavoidably distributed within the polarization term.
On the contrary, the electrostatic term still has a clear-cut physical
meaning as the inclusion of electron correlation does not change its
nature but incorporates the effect of the intramonomer dynamic
electron correlation.The electrostatic termcalculated at the correlated
level is now the sum of the Hartree-Fock electrostatic energy plus
the intramonomer correlation correction to the electrostatic energy.
This term can be viewed as the “corrected” electrostatic energy.

Ecorrelec ¼
Z

ν̂NA
FBð rB1Þ d rB1 þ

Z
ν̂NB

FAð rB1Þ d rB1

þ
ZZ

FAð rB1Þ FBð rB2Þ
j rB2- rB1j

d rB1 d rB2 þ
XNA

I¼ 1

XNB

J¼ 1

ZIZJ

j RBI- RBJ j
ð19Þ

The electrostatic energies obtained at different post-SCF levels are
compared in Table 1 with the electrostatic energies obtained with
SAPT at the MP2 and CCSD levels for the reference dimers. As one
can see, the MP2 and CCSD electrostatic energies obtained with the
new fragmentation scheme are almost the same as those calculated
with SAPT.
On the other hand, the corrected exchange energy can also be

obtained straightforwardly from the unperturbed intermolecular
exchange-correlation density (see for its calculation). This can
be viewed as the unperturbed intermolecular exchange density
corrected by the intramonomer electron correlation.

Ecorrexch ¼ 1
2

ZZ FX, ABð rB1, rB2Þ
j rB2- rB1j

d rB1 d rB2 ð20Þ

The Pauli repulsion can also be obtained separately as in the
case of Hartree-Fock densities. As mentioned in , the best way
to compute the deformation density associated with the Pauli
repulsion is through a weighted orthogonalization procedure13

of the natural orbitals of the monomers. One can compare in
Table 1 the summation of the exchange plus Pauli repulsion
energies obtained from the new fragmentation and the ex-
change-repulsion energies calculated with SAPT at the MP2
and CCSD levels. Results obtained by both methodologies are
very similar, demonstrating the good performance of the
weighted orthogonalization in the calculation of the ex-
change-repulsion energy. Analyzing the exchange and the Pauli
repulsion energies separately, it can be observed that their
absolute values go up as the degree of electron correlation
increases, following the sequence HF < MP2 < CCD < CCSD ≈
QCISD ≈ MP4, which reflects an increase of the overlapping
between the monomers’ electron densities with the electron
correlation.
The disadvantage of using correlated densities in the new

energy fragmentation is the apparent nonseparability of the
polarization term. Thus, one can only speak “a priori” of
polarization energy, including here the induction and disper-
sion and their exchange-correlation corrections. Separation of
polarization energy into induction and dispersion seems to
have only physical meaning within the second-order perturba-
tion theory. In fact, for higher order perturbation theories, the
induction and dispersion terms are not completely separable,
and coupled induction-dispersion energies appear already at
third-order perturbation theory.14 We are currently develop-
ing a procedure for merging the second-order RSPT with
the new fragmentation scheme in order to get the induction
energy from the rest of polarization energy at the post-SCF
level.15

Energy Fragmentation vs Deformation Density Plots. To-
gether with other local properties of the electron density,16 defor-
mation density plots can be employed to rationalize at the
qualitative level the stability of hydrogen bonding,17 stacking,18

or anion-π complexes.19 These deformation density plots are
also frequently employed to evaluate the strength of chemical
bonds.20,21 In the case of intermolecular interactions, deformation
density plots are more properly obtained as the difference between
the one-electron density of the complex and the summation of the
one-electron densities of the noninteracting monomers. In the
calculation, the monomers are placed at the same position that
they occupy in the complex. This deformation density includes the
effect that all of the interaction energy terms exert on the elec-
tron density distribution upon complexation. Thus, the effects of
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exchange-repulsion and polarization cannot be separated a priori.
This entails some problems for the analysis of dispersive interac-
tions.
As an illustrative example, it is well-known that dispersion

plays a key role in the stabilization of methane complexes.22-24

So, the Hartree-Fock interaction energy for the dimer is 0.52
kcal mol-1, whereas the CCSD interaction energy is -0.20
kcal mol-1 according to the values collected in Table 2.
Looking at the deformation density of Figure 1, one can see
that the differences between HF and CCSD plots are negli-
gible, and an explanation of the stabilization of the methane
dimer from its deformation energy is not possible, even on a
qualitative level.
On the other hand, we can confirm that the stabilization of

the methane dimer at the post-SCF level mainly stems from the
polarization energy, which is almost zero at the HF level (see
values in Table 2). In the new energy partitioning, the
deformation density can be separated into deformation density
due to Pauli repulsion and deformation density due to electron
polarization. Both contributions are represented separately in
Figure 2 for the three reference complexes at the HF and
CCSD levels. It is clear from these plots that the difference in

the polarization energy obtained at the post-SCF level, which is
associated with dispersion, is also reflected on the deformation
density in a larger accumulation of electron density in the
intermolecular region.
The effect of dispersion on water and hydrogen fluoride

dimers is also significant. Thus, the CCSD polarization energies
are around twice the Hartree-Fock energies. However, its effect
on the deformation density is negligible for these complexes (see
Figure 2). This is due to the large permanent electric dipoles of
water and hydrogen fluoride that induce additional large dipoles,
which are sufficiently well described even at the HF level. These
large induced dipoles overshadow any other possible perturba-
tions of the complex electron density.
It is also interesting to look at the different contributions to the

polarization energy separately (see Table 2). Thus, the net
complex stabilization due to the electron polarization comes
exclusively from the change in the electron-electron and
electron-nuclei Coulombic interactions (deformation of the
one-electron density), whereas the change in the exchange-
correlation energy always results in a destabilization of the
complex. Use of correlated methods stresses this trend.
On the other hand, as mentioned before, the Pauli repulsion

energy increases at the post-SCF level due to the larger over-
lapping between the monomers’ electron densities. This can also
be deduced from the deformation density plots of Figure 2 (see
the Pauli repulsion contribution), which reflect a larger depletion
of electron density in the intermolecular region at the post-SCF
level.

5. CONCLUDING REMARKS AND FUTURE DEVELOP-
MENTS

An exact partitioning of the intermolecular interaction energy
using one-electron and exchange-correlation densities and their
deformations upon the complexation process has been pre-
sented. The methodology, which can be applied at the SCF
and any post-SCF computational level, allows partitioning the
interaction energy of an atomic or molecular pair into electro-
static, exchange, repulsion, and polarization terms, without
significant computational cost. The slowest computational step
is the previous calculation of the corresponding electron density
matrices of the unperturbed systems and the complex, which can
be done using any quantum chemical program package.

The particular case of weak intermolecular interactions has
been treated in detail by comparison with the energy partitioning
arising from perturbation methods. Uncorrelated and correlated
densities have been analyzed separately, finding that the electro-
static, exchange-repulsion, and induction energy terms are
identified with those obtained from the new fragmentation at
the SCF and post-SCF levels. We are currently implementing a
procedure to separate the induction energy from the dispersion

Table 2. Interaction Energy Components for Water, Hydro-
gen Fluoride and Methane Dimers Obtained at SCF and
Different Post-SCF Levels Using the New Fragmentation
Scheme (All Values in kJ mol-1)

SCF MP2 CCD CCSD QCISD MP4

(H2O)2

Eelec -33.51 -33.39 -32.72 -32.64 -32.59 -32.68

Ex -44.89 -60.08 -56.99 -57.57 -57.82 -57.91

Erep 71.59 92.17 89.66 91.29 92.22 91.67

Ex-rep 26.69 32.09 32.64 33.72 34.35 33.76

Epol -8.87 -17.57 -17.91 -19.12 -19.71 -19.08

-19.41a -39.12a -39.20a -40.96a -41.84a -41.09a

10.54b 21.55b 21.38b 21.84b 22.13b 22.01b

Eint -15.73 -18.91 -17.82 -17.99 -17.95 -17.95

(HF)2

Eelec -26.40 -25.56 -25.27 -25.19 -25.15 -25.19

Ex -33.39 -48.24 -44.89 -46.65 -47.15 -47.20

Erep 51.71 71.38 68.20 71.30 72.68 72.22

Ex-rep 18.33 23.14 23.35 24.64 25.52 25.02

Epol -7.91 -14.10 -14.27 -15.69 -16.57 -15.94

-8.95a -28.03a -26.61a -29.71a -31.05a -30.33a

1.05b 13.93b 12.34b 14.02b 14.56b 14.39b

Eint -15.98 -16.48 -16.19 -16.23 -16.11 -16.07

(CH4)2

Eelec -0.84 -1.00 -0.92 -0.92 -0.92 -0.96

Ex -7.82 -12.76 -12.30 -12.43 -12.47 -12.51

Erep 11.09 16.11 15.65 15.94 16.02 15.94

Ex-rep 3.22 3.35 3.35 3.51 3.56 3.43

Epol -0.17 -3.56 -3.18 -3.39 -3.43 -3.35

-2.13a -7.57a -7.57a -7.91a -7.99a -7.78a

1.92b 4.02b 4.39b 4.48b 4.52b 4.44b

Eint 2.18 -1.17 -0.75 -0.84 -0.84 -0.88
aOne-electron density contribution to polarization. bExchange-correla-
tion density contribution to polarization.

Figure 1. Total deformation density plots of the methane dimer
obtained at the SCF (a) and CCSD (b) levels. Isosurface value is 4 �
10-5 au.
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energy by merging the second-order RSPT with the new fragmen-
tation scheme.

A bridge between qualitative deformation density plots and
quantitative measures of the interaction energy components can
be established within the framework of this new partitioning
scheme, providing a graphical and very intuitive interpretation of
the complex formation.

We are currently extending the method to the case of more
than two molecules, which will provide insight into the nature of
cooperative effects.

APPENDIX A. CALCULATION OF FX,ABHF (RB1,RB2) AND
ΔFPAULIHF (RB)

At the HF level, the spin-free two-electron density can be
obtained by eq 21:

FHFð rB1, rB2Þ ¼ FHFð rB1ÞFHFð rB2Þþ FHFX ð rB1, rB2Þ ð21Þ
where the electron exchange density, FXHF(rB1,rB2), represents the
difference between the nonconditioned and conditioned prob-
ability of finding an electron in r1 when another electron of the
same spin is found in r2. In other words, it accounts for the static
correlation of themovement of an electron due to the presence of
a second electron of the same spin imposed by the Pauli’s
exclusion principle.

The electron exchange density can be expanded in the spin
orbital basis, which for the case of restricted Hartree-Fock
calculations and orthogonal basis adopts the form of eq 22:

FHFX ð rB1, rB2Þ ¼ -2
XNOO
i¼ 1

XNOO
j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

ð22Þ
where NOO refers to the number of occupied orbitals. In turn,
when the orbitals are constructed as a linear combination of a set

of basis functions, χμ, the electron exchange density can be
written as

FHFX ð rB1, rB2Þ

¼ -2
XNBF
μ¼ 1

XNBF
ν¼ 1

XNBF
λ¼ 1

XNBF
σ¼ 1

DμνDλσ χμð rB1Þ χλð rB2Þ χνð rB1Þ χσð rB2Þ

ð23Þ
whereD represents the 1-electron reduced densitymatrix (1-RDM).
The matrix elements of the 1-RDM are given by:

Dμν ¼
XNOO
i¼ 1

Cμ, iCν, i ð24Þ

For the particular case of an unrelaxed intermolecular complex, the
electron exchange density can be expressed in terms of the mono-
mers’ molecular orbitals and partitioned into three different terms:

FHFX ð rB1, rB2Þ

¼ -2
XNOOA

i¼ 1

XNOOA

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ-2

XNOOB

i¼ 1

XNOOB

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þþ FHFX, ABð rB1, rB2Þ

ð25Þ
The first two terms are the Hartree-Fock intramonomer electron
exchange densities (the first two terms in eq 5), whereas the third
term is the Hartree-Fock intermolecular electron exchange density.
The latter results from the antisymmetryzation of the product of
unrelaxedwave functions of themonomers and represents the part of
the two-electron density due to the electron exchange between
different monomers. The calculation of this term from the unrelaxed

Figure 2. Deformation densities together with the energies (in kJ mol-1) associated with the electrostatic (a), exchange-repulsion (b), and polarization
(c) terms for water, hydrogen fluoride, and methane dimers. SCF and CCSD results are shown, and differences between them are indicated on the
corresponding horizontal arrow. Isosurface values are 2 � 10-4 au for HF and H2O and 4 � 10-5 au for CH4. All energy values are in kJ mol-1.
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orbitals of the monomers has the inconvenience of these two sets of
orbitals being nonorthogonal to each other. It is then necessary first
to orthogonalize these orbitals in order to get an expression for the
electron exchange density equivalent to eq 22.We have employed in
this work the Lowdin’s symmetric orthogonalization procedure.25

Thus, denoting the new set of orthogonal orbitals with the super-
script “oo”, the electron exchange density can be written as

FHFX ð rB1, rB2Þ

¼ -2
XNOO
i¼ 1

XNOO
j¼ 1

φoo
i ð rB1Þ φoo

j ð rB2Þ φoo
j ð rB1Þ φoo

i ð rB2Þ ð26Þ

and the intermolecular electron exchange density can be ob-
tained by merging eqs 25 and 26:

FHFX, ABð rB1, rB2Þ ¼ -2
XNOO
i¼ 1

XNOO
j¼ 1

φoo
i ð rB1Þ φoo

j ð rB2Þ φoo
j ð rB1Þ φoo

i ð rB2Þ

þ 2
XNOOA

i¼ 1

XNOOA

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

þ 2
XNOOB

i¼ 1

XNOOB

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

þ 2
XNOOA

i¼ 1

XNOOA

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

þ 2
XNOOB

i¼ 1

XNOOB

j¼ 1

φið rB1Þ φjð rB2Þ φjð rB1Þφið rB2Þ

ð27Þ
Using basis functions, the intermolecular electron exchange den-
sity is then given by

FHFX ð rB1, rB2Þ ¼ -2
XNBF
μ¼ 1

XNBF
ν¼ 1

XNBF
λ¼ 1

XNBF
σ¼ 1

ðDoo
μνD

oo
λσ-DA

μνD
A
λσ

-DB
μνD

B
λσÞ χμð rB1Þ χλð rB2Þ χνð rB1Þ χσð rB2Þ

ð28Þ
where the superindex in the 1-RDMs denotes the set of orbitals
employed for its calculation and NBF refers to the number of
basis functions.

From the orbital orthogonalization proposed above, one can
also obtain, in terms of the 1-RDMs, the one-electron deforma-
tion density associated to the Pauli repulsion.

ΔFHFPaulið rBÞ ¼ 2
XNBF
μ¼ 1

XNBF
ν¼ 1

ðDoo
μν-DA

μν-DB
μνÞ χμð rBÞ χμð rBÞ

ð29Þ

APPENDIX B. CALCULATION OF FXC,AB(RB1,RB2) AND
ΔFPAULI(RB) AT THE POST-SCF LEVEL

Similarly to eq 21, the exchange-correlation density for a
closed-shell electron system can be written in general as

FXCð rB1, rB2Þ ¼ Fð rB1, rB2Þ-Fð rB1ÞFð rB2Þ ð30Þ

In turn, the two-electron density, F(rB1,rB2), can be written in
terms of the two-electron reduced density matrix (2-RDM) in
the space of the basis functions:

Fð rB1, rB2Þ ¼ 2
XNBF
μ¼ 1

XNBF
ν¼ 1

XNBF
λ¼ 1

XNBF
σ¼ 1

Dμνλσ χμð rB1Þ χλð rB2Þ χνð rB1Þ χσð rB2Þ

ð31Þ
where D represents here the 2-RDM.

For the strict calculation of FXC,AB(rB1,rB2), it is then necessary to
compute the matrix elements of the 2-RDMs for the isolated mono-
mers and for the unrelaxed complex. This is not a simple task, espe-
cially for large systems. As an alternative to the computation of the
2-RDMs, one can approximate the exchange-correlation densities in
terms of natural orbitals and their occupation numbers. In this work,
we have chosen the approximate form of the exchange-correlation
density derived from the Pauli exclusion principle,26 whichwas found
to provide accurate results in atomic energy calculations.27

FXCð rB1, rB2Þ ¼ -2
XNNO
i¼ 1

XNNO
j¼ 1

n1=2i n1=2j φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

ð32Þ
In eq 32, ni and nj denote the occupation numbers of the orbitals i
and j and NNO refers to the number of natural orbitals.

As in Hartree-Fock, the electron exchange-correlation den-
sity for the unrelaxed complex can be expressed in terms of the
monomers’ natural orbitals and partitioned into three different
terms using the expression 32.

FXCð rB1, rB2Þ ¼ -2
XNNOA

i¼ 1

XNNOA

j¼ 1

n1=2i n1=2j φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

-2
XNNOB

i¼ 1

XNNOB

j¼ 1

n1=2i n1=2j φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

þ FXC, ABð rB1, rB2Þ ð33Þ
In eq 33, the first two terms are the intramonomer electron
exchange-correlation densities, and the last term is the intermolecular
electron exchange-correlation density. As in Hartree-Fock, the
intermolecular term results from the antisymmetrization of the wave
function product of the unperturbed monomers and represents the
part of the 2-electron density due to the electron exchange between
different monomers. However, one must follow a different ortho-
gonalization procedure to that of Hartree-Fock for the calculation
of the intermolecular term from thenatural orbitals of themonomers.
Since theweight of each orbital is given by its occupation number (its
square root in this case), one can use a weighted orthogonalization
procedure13 to get a new set of orthogonalizedorbitals. Theweighted
orthogonalization procedure followed in this work resembles that of
Weinhold and co-workers28 and also requires an additional diag-
onalization of the occupation matrix to get the final set of natural
orbitals.29 After the orthogonalization, one gets a transformation
matrix that transforms both the orbitals and their occupation
numbers. Thus, the exchange-correlation density can be expressed
in terms of the new orthogonalized orbitals:

FXCð rB1, rB2Þ

¼ -2
XNNO
i¼ 1

XNNO
j¼ 1

ðnooi Þ1=2ðnooj Þ1=2 φoo
i ð rB1Þ φoo

j ð rB2Þ φoo
j ð rB1Þ φoo

i ð rB2Þ

ð34Þ
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where, as in the previous appendix, they are denoted by the
superscript “oo”. The intermolecular part is then given by

FXC, ABð rB1, rB2Þ

¼ -2
XNNO
i¼ 1

XNNO
j¼ 1

ðnooi Þ1=2ðnooj Þ1=2 φoo
i ð rB1Þ φoo

j ð rB2Þ φoo
j ð rB1Þ φoo

i ð rB2Þ

þ 2
XNNOA

i¼ 1

XNNOA

j¼ 1

n1=2i n1=2j φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ

þ 2
XNNOB

i¼ 1

XNNOB

j¼ 1

n1=2i n1=2j φið rB1Þ φjð rB2Þ φjð rB1Þ φið rB2Þ ð35Þ

In practice, eq 35 is calculated in terms of basis functions:

FHFX ð rB1, rB2Þ ¼ -2
XNBF
μ¼ 1

XNBF
ν¼ 1

XNBF
λ¼ 1

XNBF
σ¼ 1

ð1=2Doo
μν

1=2Doo
λσ-1=2DA

μν
1=2DA

λσ-
1=2DB

μν
1=2DB

λσÞ

χμð rB1Þ χλð rB2Þ χνð rB1Þ χσð rB2Þ ð36Þ
where in general the matrix elements of 1/2D are given by

1=2Dμν ¼
XNNO
i¼ 1

n1=2i Cμ, iCν, i ð37Þ

and Cμ,i represents the coefficient of the basis function μ in the
orbital i.

Similar to Hartree-Fock, the post-HF deformation density
associated with the Pauli repulsion can be obtained from the
weighted orthogonalization procedure as

ΔFPaulið rBÞ ¼ 2
XNBF
μ¼ 1

XNBF
ν¼ 1

ðDoo
μν-DA

μν-DB
μνÞ χμð rBÞ χμð rBÞ

ð38Þ
where in general the density matrix elements contain also the
corresponding occupation numbers.

Dμν ¼
XNNO
i¼ 1

niCμ,iCν,i ð39Þ

’AUTHOR INFORMATION

Corresponding Author
*E-mail: mandado@uvigo.es.

’REFERENCES

(1) Stone, A. J. The theory of intermolecular forces; Clarendon Press;
Oxford University Press: Oxford, U. K., 1997.
(2) Kaplan, I. G. Intermolecular interactions: physical picture, computa-

tional methods, model potentials; John Wiley & Sons: Chichester,
England, 2006.
(3) Chazasi�nski, G.; Szcze-�sniak, M. M. Chem. Rev. 2000, 100, 4227.
(4) Chazasi�nski, G.; Szcze-�sniak, M. M. Chem. Rev. 1994, 94, 1723.
(5) Van Duijneveldt, F. B.; Van Duijneveldt-Van De Rijdt, J. G. C.

M.; Van Lenthe, J. H. Chem. Rev. 1994, 94, 1873.
(6) Jeziorski, B.; Moszynski, R.; Szalewicz, K. Chem. Rev. 1994, 94,

1887.
(7) Engkvist, O.; Åstrand, P. O.; Karlstr€om, G.Chem. Rev. 2000, 100,

4087.
(8) Hirschfelder, J. O. Chem. Phys. Lett. 1967, 1, 325.
(9) Hirschfelder, J. O. Chem. Phys. Lett. 1967, 1, 363.

(10) Khaliullin, R. Z.; Cobar, E. A.; Lochan, R. C.; Bell, A. T.; Head-
Gordon, M. J. Phys. Chem. A 2007, 111, 8753.

(11) Wu, Q.; Ayers, P. W.; Zhang, Y. J. Chem. Phys. 2009, 131,
164112.

(12) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.; Vreven, T.;
Kudin, K. N.; Burant, J. C.; Millam, J. M.; Iyengar, S. S.; Tomasi, J.;
Barone, V.; Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson,
G. A.; Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.;
Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.;
Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross, J. B.; Bakken, V.;
Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, O.;
Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Ayala, P. Y.;
Morokuma, K.; Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski,
V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick,
D. K.; Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J. V.; Cui,
Q.; Baboul, A. G.; Clifford, S.; Cioslowski, J.; Stefanov, B. B.; Liu, G.;
Liashenko, A.; Piskorz, P.; Komaromi, I.; Martin, R. L.; Fox, D. J.; Keith,
T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara, A.; Challacombe, M.;
Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.;
Pople, J. A.Gaussian 03, Revision C.02; Gaussian, Inc.: Wallingford, CT,
2004.

(13) Carlson, B. C.; Keller, J. M. Phys. Rev. 1957, 105, 102.
(14) Moszynski, R. Theory of Intermolecular Forces: An Introduc-

tory Account. InMolecularMaterials with Specific Interactions-Modeling
and Design; Sokalski, W. A.; Leszczynski, J., Eds.; Springer: Dordrecht,
The Netherlands, 2007; Book series: Challenges and Advances in
Computational Chemistry and Physics, Vol 4, pp 36-38.

(15) Mandado, M.; Hermida-Ram�on, J. M. Unpublished results.
(16) Bader, R. F. W. Atoms in Molecules: A Quantum Theory; Oxford

University Press: Oxford, U. K., 1990.
(17) Kuan-Jiuh, L.; Ming-Chu, C.; Wang, Y. J. Phys. Chem. 1994, 98,

11685.
(18) Mosquera, R. A.; Gonz�alez-Moa, M. J.; Est�evez, L.; Mandado,

M.; Gra~na, A. M. An electron density-based approach to the origin of
stacking interactions. In Quantum Biochemistry; Matta, C., Ed.; Wiley-
VCH: Weinheim, Germany, 2010; pp 365-387.

(19) Sanchez-Lozano, M.; Otero, N.; Hermida-Ram�on, J. M.;
Estev�ez, C. M.; Mandado, M. J. Phys. Chem. A. Accepted for publication.

(20) Coppens, P.; Hall, M. B. Electron Distribution and the Chemical
Bond; Plenum Press: New York, 1982.

(21) Kremer, D.; Kraka, E. Angew. Chem., Int. Ed. 1984, 23, 627.
(22) Szcze-�sniak, M.M.; Chazasi�nski, G.; Cybulski, S. M.; Scheiner, S.

J. Chem. Phys. 1990, 93, 4243.
(23) Fraschini, E.; Stone, A. J. J. Comput. Chem. 1998, 19, 847.
(24) Misquitta, A. J.; Stone, A. J. Mol. Phys. 2008, 106, 1631.
(25) L€owdin, P.-O. Adv. Quantum Chem. 1990, 5, 185.
(26) M€uller, A. M. K. Phys. Lett. A 1984, 105, 446.
(27) Goedecker, S.; Umrigar, C. Phys. Rev. Lett. 1998, 81, 866.
(28) Reed, A. E.; Weinhold, F. J. Chem. Phys. 1983, 78, 4066.
(29) Reed, A. E.; Weinstock, R. B.; Weinhold, F. J. Chem. Phys. 1985,

83, 735.



Published: January 19, 2011

r 2011 American Chemical Society 642 dx.doi.org/10.1021/ct100647b | J. Chem. Theory Comput. 2011, 7, 642–657

ARTICLE

pubs.acs.org/JCTC

Excited-State Tautomerization in the 7-Azaindole-(H2O)n (n = 1 and 2)
Complexes in the Gas Phase and in Solution: A Theoretical Study
Hua Fang and Yongho Kim*

Department of Chemistry, Kyung Hee University, 1 Seochun-Dong, Giheung-Gu, Yongin-Si, Gyeonggi-Do, 446-701, Korea

bS Supporting Information

ABSTRACT: A systematic study of the excited-state tautomerization of 7-azaindole-(H2O)n (n = 1 and 2) complexes in both gas
and solution phases were investigated theoretically. Electronic structures and energies for the reactant, transition state (TS), and
product were computed using the time-dependent density functional theory (TDDFT) and complete active space self-consistent
field (CASSCF) levels with 6-31G (d,p), 6-311G(d,p), and 6-311þG(d,p) basis sets. Barrier heights and tautomerization energies
were corrected by the second-order multireference perturbation theory (MRPT2) to consider the dynamic electron correlation. The
solvent effect decreased the tautomerization barrier height in the 7-azaindole-H2O complex. In the 7-azaindole-(H2O)2 complex,
two transition states were found for two asynchronous but concerted paths: in the first, the pyrole ring proton moved first to water;
in the second, the water proton moved first to the pyridine ring. The CASSCF level with the MRPT2 correction clearly showed that
the former path was much preferable to the latter. The preferable barrier height was only 1.6 kcal/mol with a zero-point energy
correction, which would make the excited-state tautomerization possible. At all TDDFT levels, the TS structures and barrier heights
depended on both the basis set used and the solvent effect. Most TDDFT methods failed to reproduce the CASSCF structures and
MRPT2 energies. Only two methods, WB97XD/6-31G(d,p) and M062X/6-311þG(d,p), predicted two TSs for the two
asynchronous paths in the 7AI-(H2O)2 complex but failed to reproduce the energetics. Further systematic study is necessary
to test whether current TDDFT methods, including solvent effects, can be used to understand excited-state proton transfer
reactions.

1. INTRODUCTION

Proton/hydrogen-atom transfer reactions have attracted
much attention due to their importance for understanding many
physical, chemical, and biological phenomena.1 The character-
ization of the nature of the proton or hydrogen atom transfer
process is of great importance not only from the point of view of
spectroscopy but also from the point of view of reaction
dynamics. Among many molecules, 7-azaindole (7AI) is an
important model system for the study of excited state proton
transfer processes since it resembles molecules of the DNA base
pair.2 7AI contains one proton donor and one proton acceptor
and thereby displays simple hydrogen-bonding structures upon
dimerization and complexation with solvents. Therefore, the
7AI-dimer and 7AI hydrogen-bonded clusters have been studied
extensively.

In an early theoretical calculation, Chaban and Gordon,3,4

studied the tautomerization reaction of 7AI and a 1:1 7AI/H2O
complex (7AI-H2O) in the singlet ground (S0) and first excited
(S1) states. They used the complete active space self-consistent
field (CASSCF) method with multireference second-order per-
turbation theory (MCQDPT2),5 which included dynamic elec-
tron correlation to calculate energies and intrinsic reaction
coordinates for the proton transfer process. They found that
the normal 7AI form was more stable than the tautomer in the S0
state, whereas the relative energies were reversed in the S1 state.
The activation energy for tautomerization in 7AI was dramati-
cally reduced by complexation with one water molecule when the
dynamic electron correlation was considered. Casades�us et al.6

investigated the tautomerization of 7AI-(H2O)n (n = 0- 4) in
the S1 state. The geometries were optimized using the single-
excitation configuration interaction (CIS) method, and the
energies were calculated at the time-dependent density func-
tional theory (TDDFT) level. The dependence of activa-
tion barriers on the number of attached water molecules was
discussed.

Fern�andez-Ramos et al.7 calculated the rate constant for the
excited state hydrogen transfer reaction of 7AI-water complexes
in solution using the Onsager model. They concluded that
concerted proton tunneling rate constants dominated the tauto-
merization process. However, their transition state (TS) struc-
tures, which were calculated at the CASSCF(8,8)/6-31G(d)
level, were very different from those obtained from previous
higher-level calculations.4 Deviation of the structural parameters
in the TS was more than 0.2 Å (see Table 1). Otherwise, the
barrier height in the 1:1 7AI/H2O complex at the CASSCF(8,8)/
6-31G(d) level was 20.64 kcal/mol,7 whereas the barrier height at
the CASSCF(10,9)/DZP level was 18.20 kcal/mol.4 For the two-
waters complex (the only one that can be directly compared with
experimental data), the calculations indicated a concerted,
though nonsynchronous, reaction path with a high-energy barrier
at 16.94 kcal/mol.7 Recently, Kina et al.8 conducted ab initio
QM/MM molecular dynamics (AIMD) simulations for the ex-
cited-state full tautomerization process in 7AI-(H2O)n (n = 1, 2)
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complexes in gas and water. They found that the ESDPT takes
place asynchronously in both the gas and solution phases.

The excited-state tautomerization in 7AI has been observed in
the condensed phase in alcohol or water solutions.9-11 Although
the tautomerization occurs very rapidly in aqueous solution, the
excited-state multiple-proton transfer reactions in the 7AI-
(H2O)n (n = 1, 2) complexes in the gas phase have been
uncertain. Huang et al.12 studied the 1:1 7AI/water complex in
the first excited state in cold beams and reported a fluorescence
lifetime of 8 ns, which implies that the tautomerization rate
constant of ESDPT cannot be larger than approximately 107 s-1.
However, no direct observation of ESDPT in this complex has
yet beenmade. Folmer et al.13 observed very fast decay profiles of
the femtosecond pump-probe transients of 7AI-(H2O)n (n =

2-4) complexes and ascribed them to the excited-state multiple-
proton transfer. However, the fast decay time constants did not
agree with those predicted from a very sharp bandwidth of jet-
cooled fluorescence excitation spectra14 and the dispersed fluo-
rescence spectra of 7AI-(H2O)n (n = 1 - 3) complexes.15

Schmitt et al.16 measured the rotationally resolved electronic
spectra of the 7AI-(H2O)n (n = 1, 2) clusters in a molecular
beam. From the rotational constants, the structures in the S0 and
S1 electronic states were determined. They also predicted the
long lifetime of the excited species from the narrow bandwidth,
which suggested no excited-state tautomerization in the gas
phase.

However, Sakota et al.17 recently investigated the excited-
state multiple-proton transfer reactions in 7AI water clusters,

Table 1. Geometric Parameters of Reactant, Product, and Transition States for Excited-State Proton Transfer in 7AI-H2O
Complexesa

reactant product

computational method r(H10-O16) r(H17-N6) r(N1-H10) r(O16-H17)

CIS/6-31G(d)b 2.09 2.05 2.17 2.21

RICC2/TZVPc 1.781 1.795 1.990 1.986

CASSCF(8,8)/6-31G(d)d 2.166 2.131 2.182 2.196

CASSCF(10,9)/6-31G(d,p)e 2.136 2.126 2.190 2.196

CASSCF(10,9)/6-311G(d,p) 2.141 2.135 2.206 2.172

CASSCF(10,9)/DZPf 2.164 2.125 2.199 2.192

B3LYP/6-31G(d,p) 1.823 1.823 1.969 1.979

B3LYP/6-311þG(d,p) 1.890 1.831 1.963 2.052

CAM-B3LYP/6-31G(d,p) 1.794 1.808 1.958 1.950

CAM-B3LYP/6-311þG(d,p) 1.868 1.818 1.951 2.013

LC-BLYP/6-31G(d,p) 1.773 1.797 1.936 1.912

LC-BLYP/6-311þG(d,p) 1.843 1.803 1.924 1.965

M062X/6-31G(d,p) 1.821 1.836 2.006 1.970

M062X/6-311þG(d,p) 1.877 1.855 1.987 1.995

WB97XD/6-31G(d,p) 1.827 1.842 1.988 1.968

WB97XD/6-311þG(d,p) 1.889 1.843 1.973 2.022

exp.g 1.950 2.117

transition state

r(N1-H10) r(H10-O16) r(O16-H17) r(H17-N6)

CIS/6-31G(d)b 1.30 1.22 1.27 1.26

CASSCF(8,8)/6-31G(d)d 1.101 1.484 1.269 1.237

CASSCF(10,9)/6-31G(d,p)e 1.258 1.220 1.086 1.444

CASSCF(10,9)/6-311G(d,p) 1.277 1.198 1.067 1.479

CASSCF(10,9)/DZPf 1.263 1.213 1.084 1.447

B3LYP/6-31G(d,p) 1.224 1.296 1.168 1.357

B3LYP/6-311þG(d,p) 1.151 1.407 1.264 1.253

CAM-B3LYP/6-31G(d,p) 1.221 1.289 1.151 1.369

CAM-B3LYP/6-311þG(d,p) 1.172 1.359 1.226 1.282

LC-BLYP/6-31G(d,p) 1.223 1.277 1.140 1.377

LC-BLYP/6-311þG(d,p) 1.183 1.333 1.210 1.292

M062X/6-31G(d,p) 1.233 1.272 1.123 1.408

M062X/6-311þG(d,p) 1.234 1.270 1.143 1.379

WB97XD/6-31G(d,p) 1.224 1.282 1.153 1.362

WB97XD/6-311þG(d,p) 1.176 1.349 1.220 1.283
aBond distances are in Å. bRef 6. cRef 41. dRef 7. eRef 42. fRef 4. gRef 16. The structural parameters are obtained from the fit to the experimental
rotational constants.
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7AI-(H2O)n (n = 2, 3), in the gas phase by combining electronic
spectroscopy and quantum chemical calculations. They found
that the 7AI-(H2O)2 and 7AI-(CH3OH)2 geometries were
similar; the solvent molecules bridged the heteroaromatic N
atom and the NH hydrogen by intermolecular hydrogen bonds,
forming a cyclic structure.14,18 Most importantly, they success-
fully observed the tautomer of the 7AI-(H2O)2 complex in the
excited state and showed that the ESTPT occurs in the gas phase.

However, there are no theoretical calculations for the excited-
state proton transfer in 7AI-(H2O)2 complexes using the
TDDFT method. Currently, the most widely used method to
describe the excited states of molecules is the linear-response
time-dependent density functional theory.19,20 Since TDDFT is
computationally efficient for excited-state calculations, a large
number of excited-state properties based on the TDDFTmethod

have been performed. TDDFT yielded surprisingly accurate
absorption spectra.21,22 However, dramatic failures of the
TDDFT method have also been recently found. For example,
Ryberg states are not appropriately described due to the rapid
asymptotic decay of standard exchange-correlation functionals;23

doubly excited states are not contained owing to the linear-
response formalism of TDDFT,24-26 and charge-transfer excited
states are given lower excitation energies with the incorrect
asymptotic potential energy surfaces because of spurious elec-
tron-transfer self-interaction.27-30

The purpose of this work was to perform a systematic study of
proton transfer in the biologically interesting 7AI-H2O and
7AI-(H2O)2 complexes. The main interest was to determine if
the TDDFTmethod could fit the excited state chemical reaction.
In this study, five TDDFT methods, which contained hybrid

Table 2. Geometric Parameters of Reactant, Product, and Transition States for Excited-State Proton Transfer in 7AI-(H2O)2
Complexesa

reactant product

computational method r(H10-O16) r(O20-H17) r(H19-N6) r(N1-H10) r(O16-H17) r(O20-H19)

CIS/6-31G(d)b 1.79 1.75 1.84 1.77

RICC2/TZVPc 1.621 1.638 1.676 1.863 1.753 1.808

CASSCF(8,8)/6-31G(d)d 1.978 1.894 2.013 2.064 1.915 2.021

CASSCF(10,9)/6-31G(d,p) 1.792 1.809 1.881 2.065 1.919 2.010

CASSCF(10,9)/6-311G(d,p) 1.796 1.822 1.895 2.078 1.930 2.015

B3LYP/6-31G(d,p) 1.652 1.638 1.683 1.824 1.733 1.798

B3LYP/6-311þG(d,p) 1.726 1.686 1.706 1.834 1.773 1.868

CAM-B3LYP/6-31G(d,p) 1.623 1.612 1.669 1.815 1.711 1.776

CAM-B3LYP/6-311þG(d,p) 1.698 1.662 1.693 1.822 1.749 1.840

LC-BLYP/6-31G(d,p) 1.592 1.578 1.650 1.792 1.675 1.742

LC-BLYP/6-311þG(d,p) 1.672 1.631 1.674 1.795 1.711 1.801

M062X/6-31G(d,p) 1.578 1.582 1.643 1.843 1.735 1.786

M062X/6-311þG(d,p) 1.696 1.680 1.708 1.860 1.780 1.849

WB97XD/6-31G(d,p) 1.651 1.653 1.703 1.833 1.742 1.789

WB97XD/6-311þG(d,p) 1.708 1.688 1.717 1.834 1.768 1.836

exp.e 1.693 1.679 1.818

transition state

r(N1-H10) r(H10-O16) r(O16-H17) r(H17-O20) r(O20-H19) r(H19-N6)

CIS/6-31G(d)b 1.22 1.28 1.25 1.19 1.34 1.19

CASSCF(8,8)/6-31G(d)d 1.056 1.580 1.032 1.462 1.379 1.130

CASSCF(10,9)/6-31G(d,p) TS1 1.394 1.101 1.079 1.329 1.050 1.493

CASSCF(10,9)/6-311G(d,p) TS1 1.431 1.079 1.072 1.335 1.036 1.525

CASSCF(10,9)/6-31G(d,p) TS2 1.088 1.464 1.061 1.372 1.351 1.141

CASSCF(10,9)/6-311G(d,p) TS2 1.075 1.496 1.044 1.401 1.392 1.117

B3LYP/6-31G(d,p) 1.204 1.299 1.147 1.285 1.201 1.292

B3LYP/6-311þG(d,p) 1.123 1.428 1.122 1.314 1.312 1.191

CAM-B3LYP/6-31G(d,p) 1.209 1.281 1.138 1.283 1.178 1.309

CAM-B3LYP/6-311þG(d,p) 1.128 1.406 1.117 1.309 1.288 1.201

LC-BLYP/6-31G(d,p) 1.217 1.264 1.133 1.278 1.156 1.330

LC-BLYP/6-311þG(d,p) 1.139 1.378 1.121 1.293 1.264 1.216

M062X/6-31G(d,p) 1.248 1.236 1.126 1.293 1.126 1.375

M062X/6-311þG(d,p) 1.219 1.267 1.131 1.280 1.174 1.309

WB97XD/6-31G(d,p) 1.213 1.272 1.139 1.280 1.182 1.298

WB97XD/6-311þG(d,p) 1.129 1.400 1.117 1.306 1.301 1.188
aBond distances are in Å. bRef 6. cRef 41. dRef 7. eRef 16. The structural parameters are obtained from the fit to the experimental rotational constants.
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functional, long-rang correction (LC) and empirical dispersion
functionals, were used to systematically investigate the tautomer-
ization reaction in the S1 state in both the gas and solution phases.
To avoid possible TDDFT artifacts, the multiconfigurational
CASSCF method was used to assess TDDFT reliability in the
present study.

2. COMPUTATIONAL METHODS

Reactant, product, and TS geometries of the excited state
tautomerization in the 7AI-(H2O)n (n = 1 and 2) complexes
were fully optimized at the TDDFT and CASSCF level with
6-31G(d,p), 6-311G(d,p), and 6-311þG(d,p) basis sets using
the Gaussian 09 program31 in the gas phase and in solution. The
crucial step to conduct the CASSCF calculation was to select the
proper active space. The obvious choice for an active space in 7AI
complexes would include four π bonds, four corresponding
antibonding orbitals, and one nitrogen lone pair, resulting in
an active space of 10 electrons in nine orbitals, which was
denoted as CASSCF(10,9). Calculating vibrational frequencies
and establishing no imaginary frequency for the reactant and
product and one imaginary frequency for the TS verified
optimized structures. Single point energy calculations were also
performed using the second-order multireference perturbation
theory (MRPT2) for stationary points. All MRPT2 calculations
were performed using the GAMESS program.32

Analytic TDDFT gradients were calculated using the varia-
tional TDDFT formulation of Furche and Ahlrichs.33 Several
different exchange-correlation DFT potentials were used for the
systems. We used Becke’s three-parameter Lee-Yang-Parr
hybrid functionals,34 (B3LYP), Handy and co-workers’ long-
range corrected version of B3LYP using the Coulomb-attenuating
method,35 (CAM-B3LYP), a long-range-corrected version of
BLYP36 (LC-BLYP), the hybrid functional of Truhlar and Zhao37

(M062X), and the latest functional from Head-Gordon and co-
workers, which included empirical dispersion36 (WB97XD).

We performed polarizable continuum model calculations
using the integral equation formalism (IEFPCM)38-40 at the
TDDFT and CASSCF levels to investigate the mechanism of
tautomerization in water. The geometries of reactant, product,
and TS were completely optimized in solution. Currently, the
solvent effect is not implemented in the MRPT2 calculations.
Therefore, the gas phase MRPT2 energies and the solvation
energies at the CASSCF level were used to estimate the MRPT2
energies in water.

3. RESULTS AND DISCUSSION

Casades�us et al.6 examined the reaction path for the tauto-
merization of the 7AI-H2O complex in the S1 state using CIS
with the 6-31G(d) basis set. Since CIS theory does not include
higher-level electron correlation, which has an important influ-
ence on H-bonded structures, CIS does not give very accurate
results. Schmitt et al.41 studied the normal and tautomer forms of
7AI-(H2O)n (n = 1, 2) in their ground and two lowest singlet
excited states by using the RICC2 method. They found that
water complexation of 7AI with one and two water molecules
stabilizes the more polar La state, which has been observed
experimentally. The CASSCF(10,9)/DZP level was the highest
level reported in the literature for the 7AI-H2O complex.4

Duong and Kim42,43 studied the 7AI-H2O complex at the
CASSCF(10,9)/6-31G(d,p) level and showed that the geometries
of the reactant, product, and TS were in good agreement with

previous studies at the CASSCF(10,9)/DZP level.4,8 The geo-
metry of the bare 7AI molecule4 is mostly unaffected by complex
formation. Therefore, only the geometric parameters describing
hydrogen bond (H-bond) distances are given in Tables 1 and 2.
Although no excited-state tautomerization was observed for the
1:1 complex in the gas phase, Sakota et al.17 suggested that
tautomerization occurs via excited-state triple proton transfer in
the cyclic 1:2 complex. Therefore, it is interesting to make a
systematic comparison of the structures and energies of the
excited-state tautomerization between 1:1 and 1:2 complexes of
7AI with H2O. In this study, structures of the reactant, TS, and
product were obtained by TDDFT and CASSCF methods using
various basis sets. To test whether the DFT functional could
correctly predict stationary points of the 7AI-H2O complex in
the excited-state tautomerization, the TDDFT and CASSCF
results were compared.
3.1. 1:1 Complex of 7AI with H2O in the Gas Phase. Struc-

tures of the stationary points in the 1:1 7AI complex with water
optimized at the CASSCF/6-31G(d,p) level are shown in
Figure 1. For the 7AI-H2O complex, the H-bond distances,
H10-O16 and H17-N6 in the reactant and N1-H10 and O16-
H17 in the product at the B3LYP level using the 6-31G(d,p)
basis set were 0.313 Å, 0.303 Å, 0.221 Å, and 0.217 Å shorter
than those at the CASSCF level, respectively (Table 1). The
shorter the H-bond length, the higher the H-bond energy;
therefore the B3LYP level predicted strong H bonds compared
to the CASSCF results. The hybrid M062X functional gave
similar results to the B3LYP analysis. The H-bond distances,
H10-O16 and H17-N6 in the reactant and N1-H10 and
O16-H17 in the product, were underestimated by 0.315 Å,
0.290 Å, 0.184 Å, and 0.226 Å, respectively, compared with
corresponding CASSCF values. When the long-range corrected
functionals (CAM-B3LYP and LC-BLYP) were used, the
H-bond distances, H10-O16 and H17-N6 in the reactant and
N1-H10 and O16-H17 in the product, were on average 0.353 Å,
0.324 Å, 0.243 Å, and 0.265 Å shorter than the corresponding
CASSCF values, respectively. The long-range corrected func-
tionals predicted slightly shorter H-bond distances than in
B3LYP or M062X. The WB97XD functional that included
empirical dispersion was also used in the 7AI-H2O complex.
Compared to the CASSCF(10,9)/6-31G(d,p) results, the
H-bond distances H10-O16 and H17-N6 in the reactant and
N1-H10 and O16-H17 in the product were underestimated by
0.309 Å, 0.284 Å, 0.202 Å, and 0.228 Å, respectively. Among
the DFT methods used in this study, the long-range corrected
functionals predicted the shortest H-bond distances (the highest
H-bond energies) in the reactant and product 7AI-H2O com-
plex. When the larger 6-311þG(d,p) basis set was used, all
H-bond distances except N1-H10 of the product became larger
at all DFT levels, although they are still shorter than the CASSCF
values.
Schmitt et al.16 measured the rotationally resolved electronic

spectra of the 7AI-(H2O)n (n = 1, 2) clusters in a molecular
beam and obtained the geometry parameters from the fit to the
experimental rotational constants. The comparison to calculated
CASSCF(10,9) results shows that the H17-N6 distance in the
reactant at the CASSCF(10,9)/6-31G(d,p) (or CASSCF(10,9)/
6-311G(d,p)) level is consistent with the experimental value, and
the H10-O16 distance at the CASSCF(10,9) level is longer than
the experimental value.
TS geometries for the excited-state tautomerization in

7AI-H2O were fully optimized and confirmed by frequency
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calculations, with some of the geometric parameters listed in
Table 1. The ESDPT potential energy curves in the 7AI-H2O
complex were studied at theMRPT2/CASSCF(10,9)/6-31G(d,
p) level. It was shown that two protons were transferred
asynchronously, but concertedly. In the 7AI-H2O TS at the
CASSCF level, the H10 atom moved more than halfway along
the reaction coordinate toward O16 (Figure 1), whereas the H17

atom rarely moved. In this asynchronous double proton transfer,
the H10 atom moved first, followed by the H17 atom. However,
in the TSs at the various TDDFT levels using the same basis sets,
the H10 atommoved slightly less than halfway along the reaction
coordinate, and the H17 atom moved slightly more than at the
CASSCF level. All of the TS structures at the TDDFT/6-31G(d,
p) level seemed to satisfy Hammond’s postulate that the TS of
the exothermic reaction resembles the reactant structure
(denoted as an early TS), although the position of the two H
atoms at the TS was not completely synchronized. When the
6-311þG(d,p) basis set was used, all TDDFT methods except
M062X predicted completely different TS structures, in which
the H17 atom moved about halfway along the reaction coordi-
nate toward N6, whereas the H10 atom moved very little. In this
case, the H17 atom moved first followed by the H10 atom. The
use of a larger 6-311þG(d,p) basis set resulted in a different
asynchronous mechanism with the opposite order of proton
transfer. This TS structure is similar to one reported previously
at the CASSCF(8,8)/6-31G(d,p) level. It is interesting to note
that the M062X method, unlike other TDDFT methods,
predicted consistent TS structures irrespective of the basis set
size.

A correlation plot using H-bond distances can be used to
visualize hydrogen bond characteristics and proton transfer
transition states. Limbach et al.44-46 defined the natural hydro-
gen bond coordinates q1 = 1/2(rAH- rBH) and q2 = rAHþ rBH to
represent the correlation between rAH and rBH in many hydro-
gen-bonded complexes (A-H 3 3 3B). For a linear H bond, q1
represents the dislocation of H from the H-bond center, and q2
represents the distance between the two heavy atoms. A strong
H-bond results in short rBH and slightly elongated rAH distances.
Bond distance depends on bond energy and order. Pauling
suggested an exponential relationship between valence bond
order and bond length. In the A-H 3 3 3B complexes, the rAH and
rBH distances depend on each other, leading to allowed rAH and
rBH values based on the following Pauling equations under the
assumption that the sum of two bond orders is conserved, nAHþ
nBH = 1:

rAH - r0AH ¼ aAH ln nAH ð1Þ

rBH - r0BH ¼ aBH ln nBH ð2Þ

where rAH
0 and rBH

0 are the equilibrium lengths of the free AH
and BHbonds and aAH and aBH are the parameters describing the
decrease of the AH and the HB unit bond valences with the
corresponding distances. This type of correlation, which is called
the “bond energy bond order method”, has been used for many
years to study hydrogen atom transfer.47,48WhenH is transferred
from A to B in the A-H 3 3 3B complex, q1 increases from

Figure 1. Excited-state structures of the reactant, TS, and product for excited-state proton transfer in the 7AI-H2O complex.
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negative to positive values, and q2 goes through a minimum,
which is located at q1 = 0. Limbach et al.44-46 suggested that both
proton transfer and hydrogen-bonding coordinates could be
combined into the same correlation. This correlation can be
used to study the characteristics of transition state, such as
earliness or lateness, bond order, and asynchronicity. The q1
value of TS is negative or positive when the TS is either early or
late, respectively. In addition, the two TS q1 values for the double
proton transfer should be very similar and different in the
synchronous and asynchronous mechanism, respectively.
The correlations between N1-H10 and H10-O16 distances

(H10 transfer) andN6-H17 andH17-O16distances (H17 transfer)
for the 7AI-H2O complex are depicted in Figure 3. It is interesting
to note that all points for the reactant, product, and TS were very
close to the black line regardless of computational level, which
suggests that the sum of bond order at all stationary points was
approximately conserved. All q2 values of the reactant and product
at the TDDFT level were significantly smaller than the CASSCF
values; this is consistent with the fact that TDDFT overestimates
H-bond strength, leading to shorter H-bond distances. In the
synchronous process, two TS q1 values for two proton transfers
should be approximately the same. These q1 values for H10 andH17

transfer at all TDDFT levels using the 6-31G(d,p) basis set were
both negative, consistent with the early TS, but not the same.
However, H10 and H17 transfer values at the CASSCF/6-31G(d,p)
level were slightly positive and very negative, respectively, which
resulted from a highly asynchronous TS (slightly late and very early
TS in terms of H10 and H17 transfers, respectively).

When the 6-311þG(d,p) basis set was used at TDDFT levels,
H10 q2 and q1 values for the reactant became significantly larger
and smaller, which moved the correlation points (q1 and q2)
toward the upper-left side of Figure 3B, along the black line. For
simplicity, the q2 and q1 values of H10 transfer were denoted as
“the H10 correlation point”. The H17 correlation points for the
product also moved to the upper-right side along the black line.
Positions of the TS on the H10 and H17 transfer reaction
coordinates became very early and late, respectively, using larger
basis sets. Only the M062X level predicted an almost identical
correlation of TS for both H10 and H17 transfers; i.e., the
locations of TSs were not dependent on the size of basis sets.
The blue line represents correlations along the intrinsic reaction
coordinate of the ESDPT calculated at the CASSCF(10,9)/6-
31G(d,p) level. It is very interesting to note that the blue line is
very different in shape from the black lines, which means that the
sum of the bond order was not conserved along the intrinsic
reaction coordinate. For H10 transfer, the blue line was always
under the black line except at the TS, which indicates that the
sum of the bond order was larger than unity at both the reactant-
and product-side reaction coordinates. However, for H17 trans-
fer, the blue line was above the black line near q1 = 0, which
means that the sum of the bond order was less than unity. It is
also very interesting that the blue lines were flat at the bottom
near q1 = 0, which was attributed to an almost constant q2 value
that is the distance between two end atoms. These results suggest
that the end atom distance rarely changed during the proton
transfer near q1 = 0. This finding was not surprising because it is

Figure 2. Excited-state CASSCF(10,9)/6-31G(d,p) structures of the reactant, product, and TS for asynchronous proton transfer in the 7AI-(H2O)2
complex. In the TS1 structure, H10 moves first. In the TS2 structure, H19 moves first.
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consistent with hydrogen transfer reactions of the heavy-
light-heavy mass combinations, where the heavy-atom motions
are well separated from the light-atom motions; the heavy atoms
rarely moves while the hydrogen moves significantly.
3.2. 1:2 Complex of 7AI with H2O in the Gas Phase. Opti-

mized structural parameters of the reactant, product, and TS in
the 7AI-(H2O)2 complexes are listed in Table 2, and structures
at the CASSCF/6-31G(d,p) level are depicted in Figure 2. For
the 7AI-(H2O)2 cluster, the structural parameters of the
reactant obtained from the fit to the rotation constants16 are
also in Table 2. Our CASSCF(10,9) H-bond distances are longer
than these values. It is interesting to note that all H-bond
distances in the 7AI-(H2O)2 complexes were smaller than those
in 7AI-H2O complexes. Particularly, all TDDFTmethods using
the 6-31G(d,p) basis set predicted very short H bonds for the
reactant. Short H-bond distance indicates stronger H-bond
strength, and linear H bonds are generally stronger than bent
H bonds. The H bonds in 7AI-(H2O)2 complexes were more
linear and shorter than those of the 7AI-H2O complexes.
H-bond distances in the reactant, H10-O16, H17-O20, and
H19-N6 at the B3LYP level, were 0.140 Å, 0.171 Å, and 0.198 Å
shorter than the corresponding CASSCF values, respectively
(Table 2). In the product, H-bond distances, N1-H10,
O16-H17, and O20-H19 at the B3LYP level, were 0.241 Å,
0.186 Å, and 0.212 Å shorter than the corresponding CASSCF
values. When long-range corrected functionals (CAM-B3LYP)
were used, reactant and product H-bond distances became
slightly smaller than those from the uncorrected method. The
M062X and WB97XD methods also predicted smaller H-bond
distances compared with CASSCF results. All TDDFT methods
used in this study were found to overestimate H-bond strength in
the excited state, although use of the larger basis set could remedy
this a little bit. Further studies are necessary to understand the

reliability of the TDDFTmethods to predict H-bond strength in
the excited state.
The geometry of the TS was fully optimized at the TDDFT

and CASSCF(10,9) levels and was confirmed by frequency
calculations. Interestingly, two TS structures at the CASSCF
(10,9) level were found (Figure 2). In the first TS (denoted as
TS1), the H10 moved more than halfway fromN1 toward the O16

atom with the H17 and H19 rarely moving, which generated a
H3O

þ-like moiety in a portion of the TS (at O16). However, in
the second TS (denoted as TS2), the H19 moved more than
halfway from the O20 to the N6 atom, but H10 and H17 rarely
moved, resulting in a HO--like moiety in a portion of the TS
(at O20). Due to the fact that only one proton moved substan-
tially, while the other two protons moved slightly, a stepwise
mechanismwith a possible intermediate was predicted. However,
every attempt to locate the intermediate led to either the reactant
or the product. These results suggest that two concerted but
asynchronous processes exist in the ESTPT, one via TS1 and the
other via TS2. Very recently, Sakota et al.17 reported potential
energy curves for the ESTPT reaction coordinate in the 7AI-
(H2O)2 complex under the assumption of a synchronous process.
No potential energy well for an intermediate was found, but the
reaction coordinate was not intrinsic, so their argument for a
concerted mechanism did not have definitive evidence. Our results
are consistent with a concerted mechanism of the ESTPT; how-
ever, there are two asynchronous pathways through TS1 and TS2.
We were unable to locate two different TSs at all TDDFT

levels used in this study. The bond distances listed at the TDDFT
level using the 6-31G(d,p) basis set revealed that the locations of
each hydrogen atom at the TSwere closer to the center of the two
end atoms compared with those from the CASSCF method, and
their positions were close to the reactant, satisfying Hammond’s
postulate.

Table 3. Reaction Energies, Barrier Heights, and Dipole Moments for Proton Transfer in 7AI-H2O and 7AI-(H2O)2 in the S1
State at Various Levels of Theorya

7AI-H2O 7AI-(H2O)2

μ (D) μ (D)

computational method ΔV(kcal/mol) ΔE(kcal/mol) R TS P ΔV(kcal/mol) ΔE(kcal/mol) R TS P

CIS/6-31G(d)b 26.94 -18.15 24.35 -15.85
RICC2/TZVPc -22.51 -20.01
CASSCF(8,8)/6-31G(d)d 20.64(22.07) -33.19 1.99 5.02 2.06 16.94 -32.45 1.51 6.88 2.21
CASSCF(10,9)/DZP(d,p)e 18.20(14.7) -31.80(-31.2)
MCQDPT2/CASSCF(10,9)/DZPe 9.80(6.3) -18.00(-17.4)
CASSCF(10,9)/6-31G(d,p)f 18.08(14.39) -28.56(-27.92) 1.78 4.28 2.05 15.84(11.04)g -32.23(-32.00) 4.87 5.23g 1.92

15.26(10.72)h 5.79h

CASSCF(10,9)/6-311G(d,p) 17.93(14.47) -32.26(-31.52) 1.63 4.47 1.93 16.79(12.72)g

16.13(12.44)h
-31.69(-31.45) 4.95 5.57g 1.92

6.05h

MRPT2/CASSCF(10,9)/6-31G(d,p) 9.72(6.03) e -18.95(-18.31) e 6.02(1.22)g -19.86(-19.63)
8.36(3.82)h

MRPT2/CASSCF(10,9)/6-311G(d,p) 9.28(5.82) -18.66(-17.92) 5.63(1.56)g -19.22(-18.98)
10.78(7.09)h

B3LYP/6-31G(d,p) 6.79(3.03) -18.13(-17.64) 4.31 3.09 1.76 5.11(0.12) -15.31(-14.59) 3.75 3.04 1.53
CAM-B3LYP/6-31G(d,p) 6.30(2.68) -19.68(-18.97) 4.17 3.32 1.84 4.52(-0.37) -16.57(-15.63) 3.68 3.13 1.71
LC-BLYP/6-31G(d,p) 5.99(2.56) -19.23(-18.22) 3.67 3.30 2.00 3.74(-0.86) -16.02(-14.78) 3.20 3.04 1.92
M062X/6-31G(d,p) 5.26(2.18) -20.22(-19.21) 4.21 3.40 1.80 2.64(-1.28) -16.68(-15.63) 3.67 3.18 1.68
WB97XD/6-31G(d,p) 7.88(4.04) -19.91(-19.31) 4.24 3.32 1.86 6.32(0.96) -16.86(-16.20) 3.74 3.17 1.70
B3LYP/6-311þG(d,p) 9.24(5.24) -17.62(-17.09) 4.10 3.44 1.42 6.52(2.12) -15.27(-14.67) 3.84 4.30 1.32
CAM-B3LYP/6-311þG(d,p) 9.09(5.21) -18.77(-18.00) 3.87 3.39 1.59 6.26(1.83) -16.23(-15.42) 3.71 4.12 1.60
LC-BLYP/6-311þG(d,p) 9.09(5.41) -17.94(-16.83) 3.23 3.20 1.85 5.84(1.38) -15.42(-14.33) 3.20 3.64 1.91
M062X/6-311þG(d,p) 8.28(4.90) -19.15(-18.26) 3.88 3.33 1.51 5.23(0.76) -16.72(-15.78) 3.74 3.16 1.60
WB97XD/6-311þG(d,p) 10.26(6.12) -19.00(-18.37) 4.01 3.38 1.67 7.77(3.12) -16.46(-15.66) 3.78 4.26 1.60

aThe numbers in parentheses include zero-point energies. bRef 6. cRef 41. dRef 7. eRef 4. fRefs 42 and 43. gTS1. hTS2.
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The correlation between q1 and q2 for the ESTPT in 7AI-
(H2O)2 complexes is depicted in Figure 4. All TDDFT methods
predicted smaller q2 values for the reactant and product than
CASSCF, which was attributed to overestimated H-bond
strength. The opposite sign of the q1 values for H10 and H19 in
TS1 was a clear indication of asynchronicity in the concerted
proton transfer. For H10 transfer, the TS1 and TS2 q1 values at
the CASSCF level were very positive and negative, respectively.
The q1 values for H19 transfer were opposite those for H10

transfer. These results indicate that the asynchronicity of the two
processes (each via TS1 and TS2) is opposite in terms of the
order of H10 and H19 transfers. It is interesting to note that the
correlation points for TS1 and TS2 were under the solid line,
which suggests that the total bond order at TS1 and TS2 is not
conserved, but increased. The formation of H3O

þ-like and
HO--like moieties at TS1 and TS2, respectively, might induce
coulomb interactions to increase the bond order.
Recently, Limbach et al.49 has depicted the correlated NHN

hydrogen bond coordinates of various systems including the 7AI
dimer in the S1 state. They found that proton transfer is
accompanied by a heavy atom motion and the hydrogen bond
compression is the most important heavy atom motion. The
transition state structures correspond to the strongest possible
NHN hydrogen bonds. The double proton transfer in the 7AI
dimer occurs stepwise via a zwitterionic intermediate. There are
two possible pathways of the stepwise process depending on
the order of the H atom in flight, the TSs of which having
opposite signs in the q1 values and smaller q2 values compared

with those of the reactants. The q1 and q2 values of two TSs in the
asynchronous and concerted reaction are consistent with those
of the stepwise reaction in 7AI dimer.
At TDDFT levels using the 6-31G(d,p) basis set, all TS q1

values for H10 and H19 transfers were in the middle of two points
for TS1 and TS2, which were negative but closer to q1 = 0
(Figure 4). All TS structures using the 6-31G(d,p) basis set
resembled the reactant, satisfying Hammond’s postulate, and the
asynchronicity of the ESTPT was greatly reduced. When the
larger 6-311þG(d,p) basis sets were used, all TS correlation
points moved toward the TS2 point except for the M062X. Since
the q1 values for H19 transfer became positive but those for H10

transfer became more negative, the asynchronicity of the ESTPT
was increased again in this case. The TS q1 values for H10 andH19

at the M062X level changed very little and remained approxi-
mately in the middle of the TS1 and TS2 points, which were
-0.05 and -0.135, respectively. The negative TS q1 values
indicate early TS, satisfying Hammond’s postulate.
3.3. The Energetics of Excited-State Proton Transfer in the

Gas Phase. Barrier heights (ΔV), excited-state tautomerization
energies (ΔE), and dipole moments (μ) for the 7AI-H2O and
7AI-(H2O)2 complexes are listed in Table 3. Chaban and
Gordon4 calculated the barrier heights in the 7AI-H2O complex
at the CASSCF(10,9)/DZP and MCQDPT2 levels. They found
that the CIS and CASSCF methods overestimated the energy
barriers of the excited state and suggested that dynamic electron
correlation should be considered. Duong and Kim42,43 used the
CASSCF(10,9)/6-31G(d,p) method followed by single-point

Figure 3. Correlation of the H-bond distances q2 = r1þ r2 with the proton transfer coordinate q1= 1/2(r1- r2) for the 7AI-H2O complex in the gas
phase. Top, H10 transfer; bottom, H17 transfer. The black line designates the correlation that satisfies conservation of the bond order. Parameters for
Pauling equations were from the literature.45 The region above and below the black line is where the sum of bond order is smaller and larger than unity,
respectively. The correlation points at the bottom near q1 = 0 are for the TS, and those at the top left and right corners are for the reactant and product,
respectively. The blue line represents the correlation along the intrinsic reaction coordinate (IRC) calculated at the CASSCF(10,9)/6-31G(d,p) level.
The CASSCF points in B were calculated using the 6-311G(d,p) basis set.
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MRPT2 corrections to calculate the ESDPT energetics of the
7AI-H2O complex. The tautomerization energies were -18.3
and -19.0 kcal/mol with and without ZPE corrections, respec-
tively. The ΔE values of the 7AI-(H2O)2 complex were -19.9
and -19.2 kcal/mol using the 6-31G(d,p) and 6-311G(d,p)
basis sets, respectively, without ZPE corrections. The tautomer-
ization energies predicted from the 7AI-H2O and 7AI-(H2O)2
complexes agreed well, within 1 kcal/mol.
The MRPT2 barrier height of the excited-state tautomerization

in the 7AI-H2O complex was 9.7 and 9.3 kcal/mol using the
6-31G(d,p) and 6-311G(d,p) basis sets, respectively. For the
triple proton transfer in the 7AI-(H2O)2 complex, two transi-
tion states were predicted at the CASSCF levels, and the barrier
heights of TS1 and TS2 were 16.8 and 16.1 kcal/mol, respec-
tively, using the 6-311G(d,p) basis set. TS2 was 0.7 kcal/mol
lower in barrier height, and 0.3 kcal/mol with ZPE corrections.
However, when we included the dynamic electron correlation at
the MRPT2 level, the TS1 and TS2 barrier heights were reduced
to 5.6 and 10.8 kcal/mol, respectively. It is very interesting that
TS1 had an approximately 5.2 kcal/mol lower barrier height than
TS2. These results suggest that the triple proton transfer in the

excited state occurred preferably via TS1. The dynamic electron
correlation not only reduced barrier heights but also changed the
ESTPT mechanism. When the ZPE correction was included
using the frequencies calculated at the CASSCF level, the TS1
barrier height was only 1.6 kcal/mol. The difference in the ZPE-
corrected barrier height between the 7AI-H2O and 7AI-
(H2O)2 complexes was 4.2 kcal/mol, using the 6-311G(d,p)
basis set at the MRPT2 level. This result supports the argument
of Sakota et al. that the gas phase tautomerization in the excited
state can occur via a concerted triple proton transfer in the
7AI-(H2O)2 complex,18 although that was not observed in the
7AI-H2O complex.
At the TDDFT level, the excited-state tautomerization en-

ergies for the 7AI-H2O complex agreed well with those at the
MRPT2 level within 1.4 kcal/mol; however, those for the
7AI-(H2O)2 complex gave a maximum deviation of 4.7 kcal/mol
compared with the MRPT2 values. Unlike the MRPT2 level,
the TDDFT methods could not consistently reproduce the
tautomerization energies of the 7AI-H2O and 7AI-(H2O)2
complexes. The ZPE-corrected barrier heights for the 7AI-H2O
complex obtained by TDDFT methods using the 6-31G(d,p)

Figure 4. Correlation of theH-bond distances q2 = r1þ r2 with the proton transfer coordinate q1 = 1/2(r1- r2) for the 7AI-(H2O)2 complex in the gas
phase. Top, H10 transfer; middle, H17 transfer; bottom, H19 transfer. The solid line represents the correlation for equilibrium distances calculated with
Pauling equations. The CASSCF points in B were calculated using the 6-311G(d,p) basis set.
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basis set were underestimated by between 1.99 and 3.85 kcal/mol
compared with the MRPT2 value. When the 6-311þG(d,p)
basis set was used, the TDDFT barriers showed better agreement
with the MRPT2 values. However, as discussed previously, the
TS structures were utterly dependent on the size of the basis sets.
Figure 3 shows that the TS correlation points at the TDDFT
level moved further away from the point of CASSCF using larger
basis sets; the correlation points of H10 and H17 moved toward
the reactant and product, respectively. Although the TDDFT
barriers using the 6-311þG(d,p) basis set agreed better with the
MRPT2 values, they should be used carefully because of their TS
structures. As mentioned earlier, only the M062X level gave
similar correlations with CASSCF, and the ZPE-corrected barrier
using the larger basis sets was 4.9 kcal/mol, which is only 0.9
kcal/mol lower that the MRPT2 value.
Unlike the CASSCF level, only one TS structure was found for

the 7AI-(H2O)2 complex at all TDDFT levels used in this
study. Figure 4 shows that the TS correlation points of H10 and
H19 were approximately in the middle of the two TS1 and TS2
points using the 6-31G(d,p) basis set but shifted toward the TS2
point using larger basis sets. Just as the TS structures depend on

the basis sets, so do barrier heights. All TDDFT barriers using the
6-31G(d,p) basis sets, except WB97XD, were underestimated
compared with the corresponding MRPT2 value (Table 3). The
ZPE-corrected barriers were very small, even smaller than zero in
some cases. These barriers became even higher than the MRPT2
value of TS1 in most cases when the larger 6-311þG(d,p) basis
set was used. As described above, the TS structures with larger
basis sets are more like TS2 rather than TS1 at the CASSCF level,
and the MRPT2 barrier of TS2 is much higher. Thus, the
structural change of TS toward TS2 seems to increase the barrier
heights at the TDDFT level. The correlation points at the
M062X level varied very little and remained approximately in
the same position in spite of using larger basis sets (Figure 4).
The barrier height was 5.23 kcal/mol using the 6-311þG(d,p)
basis set, which agreed very well with the MRPT2 value of TS1
using the 6-311G(d,p) basis set (only 0.4 kcal/mol smaller). For
both 7AI-H2O and 7AI-(H2O)2 complexes, the M062X level
reproduced the barrier height quite well using the 6-311þG(d,p)
basis set. Because the TS structures and barrier heights from the
TDDFT method depend on the basis set size, one should use
these methods very carefully, particularly for excited-state proton

Table 4. Geometric Parameters of Reactant, Product, and Transition States for Excited-State Proton Transfer in 7AI-H2O
Complexes in Watera

reactant product

computational method r(H10-O16) r(H17-N6) r(N1-H10) r(O16-H17)

CASSCF(8,8)/6-31G(d)b 2.189 2.118 2.168 2.200

CASSCF(10,9)/6-31G(d,p)c 2.255 2.098 2.179 2.254

CASSCF(10,9)/6-311G(d,p) 2.284 2.103 2.182 2.282

B3LYP/6-31G(d,p) 1.914 1.840 1.957 2.030

B3LYP/6-311þG(d,p) 2.073 1.833 1.929 2.192

CAM-B3LYP/6-31G(d,p) 1.885 1.837 1.949 1.982

CAM-B3LYP/6-311þG(d,p) 2.023 1.836 1.926 2.104

LC-BLYP/6-31G(d,p) 1.862 1.826 1.925 1.927

LC-BLYP/6-311þG(d,p) 1.982 1.823 1.903 2.025

M062X/6-31G(d,p) 1.908 1.867 2.000 1.994

M062X/6-311þG(d,p) 1.998 1.882 1.985 2.046

WB97XD/6-31G(d,p) 1.916 1.871 1.979 2.006

WB97XD/6-311þG(d,p) 2.046 1.858 1.953 2.101

transition state

r(N1-H10) r(H10-O16) r(O16-H17) r(H17-N6)

CASSCF(8,8)/6-31G(d)b 1.076 1.580 1.288 1.212

CASSCF(10,9)/6-31G(d,p)c 1.352 1.135 1.008 1.671

CASSCF(10,9)/6-311G(d,p) 1.364 1.124 0.996 1.727

B3LYP/6-31G(d,p) 1.242 1.276 1.177 1.348

B3LYP/6-311þG(d,p) 1.052 1.760 1.392 1.157

CAM-B3LYP/6-31G(d,p) 1.262 1.242 1.146 1.379

CAM-B3LYP/6-311þG(d,p) 1.061 1.687 1.397 1.150

LC-BLYP/6-31G(d,p) 1.275 1.221 1.135 1.387

LC-BLYP/6-311þG(d,p) 1.075 1.609 1.405 1.144

M062X/6-31G(d,p) 1.286 1.215 1.105 1.443

M062X/6-311þG(d,p) 1.304 1.198 1.111 1.433

WB97XD/6-31G(d,p) 1.271 1.230 1.140 1.384

WB97XD/6-311þG(d,p) 1.057 1.714 1.403 1.145
aBond distances are in Å. The solvent model is IEFPCM/UFF. Atomic radii from the UFF force field were scaled by 1.1. All hydrogens have individual
spheres. bThe Onsager solvation model was used. Ref 7. cRef 42.
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transfer reactions. No special benefit seemed to be gained from
the long-range correction and the empirical dispersion in the
TDDFT.
3.4. Effect of Solvation. The excited-state protropic tauto-

merization for 7AI in bulk solvents2,50-53 implies that solvation
plays a key role in proton transfer dynamics. In the gas phase,
Chaban andGordon4 found that the excited-state proton transfer
barrier was reduced to e6 kcal/mol when one water molecule
was present. As such, the addition of more than one water
molecule should lower the activation energy further, in agree-
ment with the view of Siebrand and co-workers.54 We performed
IEFPCM calculations for the cyclic reactant, TS, and product at
the TDDFT and CASSCF levels to understand the solvent effect.
The cyclic structures of the reactant, product, and TS in solution
were also confirmed by frequency calculations. Some optimi-
zed geometrical parameters for 7AI-H2O and 7AI-(H2O)2

complexes in water are listed in Tables 4 and 5, respectively. The
correlations between q1 and q2 for proton transfer in the
7AI-H2Oand 7AI-(H2O)2 complexes are depicted in Figures 5
and 6.
The H10 correlation points moved to the upper left corner

along the black line due to the solvent effect for the 7AI-H2O
reactant, irrespective of the computational level and size of the
basis sets. However, those of H17 were changed in the opposite
way at the CASSCF level, but nearly unchanged at the TDDFT
level (Figure 5). These results indicate that the H10-O16 and
N6-H17 H bonds became longer and shorter, respectively, at the
CASSCF level in water. However, at the TDDFT level, the
N6-H17 H bond changed very little with a slight increase. In the
7AI-H2O product, the H10 correlation points moved slightly
down to the left side due to the solvent effect; however, those of
H17 moved up to the right side. These results suggest that the

Table 5. Geometric Parameters of Reactant, Product, and Transition States for Excited-State Proton Transfer in 7AI-(H2O)2
Complexes in Watera

reactant product

computational method r(H10-O16) r(O20-H17) r(H19-N6) r(N1-H10) r(O16-H17) r(O20-H19)

CASSCF(8,8)/6-31G(d)b 1.992 1.894 2.006 2.060 1.914 2.040

CASSCF(10,9)/6-31G(d,p) 1.818 1.878 1.890 2.062 1.928 2.042

CASSCF(10,9)/6-311G(d,p) 1.825 1.898 1.905 2.071 1.939 2.056

B3LYP/6-31G(d,p) 1.686 1.688 1.699 1.822 1.743 1.818

B3LYP/6-311þG(d,p) 1.770 1.747 1.720 1.827 1.788 1.896

CAM-B3LYP/6-31G(d,p) 1.663 1.664 1.694 1.811 1.716 1.788

CAM-B3LYP/6-311þG(d,p) 1.746 1.723 1.718 1.813 1.758 1.857

LC-BLYP/6-31G(d,p) 1.639 1.629 1.682 1.784 1.674 1.744

LC-BLYP/6-311þG(d,p) 1.721 1.686 1.703 1.782 1.715 1.806

M062X/6-31G(d,p) 1.630 1.653 1.680 1.841 1.738 1.796

M062X/6-311þG(d,p) 1.745 1.753 1.741 1.853 1.788 1.862

WB97XD/6-31G(d,p) 1.685 1.703 1.726 1.831 1.749 1.799

WB97XD/6-311þG(d,p) 1.752 1.750 1.741 1.827 1.780 1.854

transition state

r(N1-H10) r(H10-O16) r(O16-H17) r(H17-O20) r(O20-H19) r(H19-N6)

CASSCF(8,8)/6-31G(d)b 1.043 1.668 1.002 1.563 1.345 1.159

CASSCF(10,9)/6-31G(d,p) TS1 1.642 1.005 1.080 1.330 1.014 1.602

CASSCF(10,9)/6-311G(d,p) TS1 1.681 0.995 1.090 1.308 1.007 1.619

CASSCF(10,9)/6-31G(d,p) TS2 1.035 1.693 0.994 1.580 1.371 1.132

CASSCF(10,9)/6-311G(d,p) TS2 1.030 1.719 0.984 1.620 1.351 1.142

B3LYP/6-31G(d,p) 1.148 1.388 1.130 1.317 1.313 1.195

B3LYP/6-311þG(d,p) 1.080 1.556 1.090 1.376 1.513 1.093

CAM-B3LYP/6-31G(d,p) 1.190 1.309 1.134 1.294 1.247 1.240

CAM-B3LYP/6-311þG(d,p) 1.085 1.523 1.091 1.359 1.480 1.100

LC-BLYP/6-31G(d,p) 1.297 1.185 1.139 1.273 1.134 1.362

LC-BLYP/6-311þG(d,p) 1.099 1.476 1.112 1.313 1.442 1.112

M062X/6-31G(d,p) 1.334 1.158 1.116 1.310 1.092 1.436

M062X/6-311þG(d,p) TS1 1.331 1.159 1.129 1.287 1.126 1.378

M062X/6-311þG(d,p) TS2 1.170 1.339 1.119 1.304 1.296 1.198

WB97XD/6-31G(d,p) TS1 1.314 1.171 1.134 1.288 1.134 1.365

WB97XD/6-31G(d,p) TS2 1.170 1.336 1.129 1.300 1.285 1.204

WB97XD/6-311þG(d,p) 1.092 1.498 1.110 1.323 1.525 1.083
aBond distances are in Å. The solvent model is IEFPCM/UFF. Atomic radii from the UFF force field were scaled by 1.1. All hydrogens have individual
spheres. bThe Onsager solvation model was used. Ref 7.
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N1-H10 and O16-H17 H-bond distances were slightly de-
creased and increased, respectively, in water. It is interesting to
note that at the CASSCF level, twoH bonds with a nitrogen atom
as an acceptor (N1-H10 in reactant and N6-H17 in product)
became shorter in water, whereas those with an oxygen acceptor
became longer. These results suggest that the solvent effect could
increase the excited-state basicity of the nitrogen atom in 7AI to
generate slightly shorter and stronger H bonds.
At the TS, correlation of q1 with q2 was dependent on the

solvent effect. The H10 correlation points at the CASSCF level
moved slightly to the right side along the Pauling equation line
in water; however, those of the H17 moved to the upper-left side
(Figure 5). The differences in q1 values for H10 and H17

transfers increased significantly at the CASSCF level; i.e., the
solvent effect greatly increased the asynchronicity of the double
proton transfer. At the TDDFT level using the 6-31G(d,p) basis
set, the H10 and H17 q1 values became slightly larger and
smaller, respectively, in water. However, when the 6-311þG-
(d,p) basis set was used, the H10 correlation points at all
TDDFT levels except M062X moved greatly toward the
upper-left side along the black line in water (Figure 5B),
whereas those for H17 transfer moved to the right side. The
difference in q1 values between H10 and H17 transfers increased
significantly as well, but in the opposite way compared to that at
the CASSCF level. The M062X level showed consistent corre-
lation with the CASSCF level depending on the solvent effect.
As a result, the TDDFT methods with the 6-311þG(d,p) basis
set, except M062X, predicted completely different asynchro-
nous double proton transfers, where the H17 atom moved first

followed by the H10 atom. This mechanism has the opposite
order of H transfer when compared with the CASSCF level.
Only the M062X level predicted the same mechanism as the
CASSCF.
For the 7AI-(H2O)2 reactant at the CASSCF level, the H10

and H19 correlation points moved slightly to the upper-left side
along the black line in water (Figures 4 and 6); however, those of
H19 rarely moved. For the product, the H19 correlation points
moved slightly to the upper-right side along the solid line, but
those of H10 andH19 rarely moved. The correlation points for TS
depend very much on the solvent effect. As described above,
there are two TSs at the CASSCF level for two different ESTPT
asynchronous mechanisms. At TS1, the H10 and H19 correlation
points moved further away toward the right and left side in water,
which indicates that the TS positions in terms of the H10 and H19

transfers became even more late (product-like) and early
(reactant-like), respectively. At TS2, the H10 and H19 correlation
points moved in the opposite way, which makes the H10 and H19

TS positions even earlier and later in water, respectively. These
results suggest that the solvent effect increases asynchronicity of
the ESTPT for both concerted mechanisms via TS1 and TS2.
The H17 correlation points for TS1 and TS2 were quite close in
the gas phase but moved further apart in water; in particular, the
TS2 point moved far away to the upper-left side. The position of
H17 at TS2 became very early in water. The increased asynchro-
nicity in water induced the H3O

þ-like and OH--like moieties
more clearly at TS1 and TS2, respectively. Even in a water
solution, we were unable to find an intermediate, and every
attempt led to either reactant or product.

Figure 5. Correlation of the H-bond distances q2 = r1þ r2 with the proton transfer coordinate q1 = 1/2(r1- r2) for the 7AI-H2O complex in water.
Top, H10 transfer; bottom, H17 transfer. The solid line represents the correlation for equilibrium distances calculated with Pauling equations. The
CASSCF points in B were calculated using the 6-311G(d,p) basis set.
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No TDDFT level predicted two TSs from two asynchronous
paths in the gas phase. However, two TSs were found in water at
the WD97XD/6-31G(d,p) and M062X/6-311þG(d,p) levels.
As shown in Figure 6, two correlation points for TS1 and TS2 at
these two levels were not separated as much as those at the
CASSCF level, which implies that the asynchronicity would be
predicted as being less.
Unlike the tautomerization energies in the gas phase, the

MRPT2 level predicted slightly different energies in water for the
7AI-H2O and 7AI-(H2O)2 complexes (Table 6). Tautomer-
ization energy of the 7AI-H2O complex was 4.5 kcal/mol lower
(more exoergic) than that of the 7AI-(H2O)2 complex at the
MRPT2/6-311G(d,p) level, which means that tautomerization
in the 7AI-(H2O)2 complex is less favorable. The MRPT2
barrier height in the 7AI-H2O complex with ZPE corrections
was reduced by 2.8 kcal/mol in aqueous solution, which is
consistent with experiments that the excited-state tautomeriza-
tion was not observed in the gas phase but in solution. In the
ESTPT of the 7AI-(H2O)2 complex, the MRPT2 barrier for
TS1 was 3.9 kcal/mol lower than that for TS2; therefore

tautomerization occurred by a concerted but asynchronous
mechanism via TS1. The barrier height for TS1 in water was
almost unchanged compared to the value in the gas phase, which
indicates that the solvent effect does not give any advantage to
the ESTPT in aqueous solution. The MRPT2 barriers of the
ESDPT in the 7AI-H2O complex were only 1.4 and 0.8 kcal/mol
higher in energy than those of the ESTPT in the 7AI-(H2O)2
complex with and without ZPE corrections, respectively. Con-
sidering the entropic disadvantage of forming the cyclic TS of
three molecules, this energy difference seems to be too small to
conclude that the ESTPT instead of the ESDPT is the preferable
mechanism of the excited-state tautomerization in aqueous
solution at room temperature.
Excited-state dipole moments in the gas phase and in solution

are listed in Tables 3 and 6, respectively. The dipole moments of
TS are larger than those of reactant at the CASSCF level. For the
7AI-H2O complex, the dipole moment of the reactant and TS
forms at the CASSCF(10,9)/6-311G(d, p) level in solution are
2.63 and 7.48 D, while those in the gas phase are 1.63 and 4.47 D,
respectively. The changes in geometry upon solvation indicate an

Figure 6. Correlation of the H-bond distances q2 = r1þ r2 with the proton transfer coordinate q1 = 1/2(r1- r2) for the 7AI-(H2O)2 complex in water.
Top, H10 transfer; middle, H17 transfer; bottom, H19 transfer. The solid line represents the correlation for equilibrium distances calculated with Pauling
equations. The CASSCF points in B were calculated using the 6-311G(d,p) basis set.
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enhancement of the ionic character of the transition states. The
reactant and transition state of the 7AI-(H2O)2 complex, both
in the gas phase and in solution at the CASSCF(10,9) level, are
more polar than those of 7AI-H2O complexes according to their
dipole moments. At this level, the differences in dipole moments
between the reactant and TS of the cyclic 1:1 complex are much
larger than those of the 1:2 complex, which results in a stronger
solvent effect to give lower barrier heights in the 1:1 complex, as
listed in Tables 3 and 6. It is interesting to note that TS2 is slightly
more polar than TS1. TD-DFT predicted excited-state dipole
moments in a different way from the CASSCF(10,9) level of
theory. The reactant and TS were more and less polar than those
at the CASSCF levels, respectively. In addition to that, most TS
dipole moments are slightly smaller than reactant dipole mo-
ments, except for the 7AI-(H2O)2 complex at the B3LYP,
CAM-B3LYP, LC-BLYP, and WB97XD levels using the 6-311þ
G(d,p) basis sets.
All barrier heights from TDDFT depend on the solvent effect

(Table 6). Because most DFT methods with a solvent effect
predicted quite different TS structures from those at the
CASSCF level, it may not be possible to compare barrier heights
from these methods with MRPT2 values. It is interesting to note
that most TDDFT barrier heights in water were larger than those
in the gas phase, which is opposite of the CASSCF values.
Although two asynchronous paths for the 7AI-(H2O)2 complex
were found at the WB97XD/6-31G(d,p) and M062X/6-311þ
G(d,p) levels in water, there was no difference in the barrier
heights between the two paths at both levels. These TDDFT

levels failed to distinguish one preferable path from the other. In
addition, the barrier heights from the WB97XD/6-31G(d,p) and
M062X/6-311þG(d,p) methods were 3.9 and 2.9 kcal/mol
larger than the MRPT2 value of the preferable path, respectively.
Further systematic study is necessary to test whether current
TDDFT methods including solvent effects can be used to
understand excited-state proton transfer reactions.

4. CONCLUSIONS

In the present work, systematic investigations on tautomeriza-
tion processes were performed on 7AI-(H2O)n (n = 1, 2)
complexes using TDDFT and CASSCF methods. Complete
geometry optimization in the gas phase and in solution was
performed in the S1 state. Comparisons between the TDDFT
results and CASSCF values were made carefully. The key con-
clusions are summarized as follows.

The dynamic electron correction is very important to the
energetics of the excited-state tautomerization in 7AI-(H2O)n
(n = 1, 2) complexes.

For the 7AI-(H2O)2 complex, CASSCF levels predicted
two concerted but asynchronous paths of proton transfer in
the excited-state tautomerization: one where the proton from the
pyrole ring of 7AI moved first to water and the other where the
water proton moved first to the pyridine ring. Because of
the asynchronous motion of protons, the H3O

þ-like and HO--like
moieties were generated in the TS of the former and the latter,
respectively. No difference was found between the barrier heights

Table 6. Reaction Energies, Barrier Heights, and Dipole Moments for the ESPT in 7AI-H2O and 7AI-(H2O)2 Complexes in
Solutiona

7AI-H2O 7AI-(H2O)2

μ (D) μ (D)

computational method ΔV (kcal/mol) ΔE (kcal/mol) R TS P ΔV (kcal/mol) ΔE (kcal/mol) R TS P

CASSCF(8,8)/6-31G(d)b 17.94 -33.37 2.47 6.50 2.56 11.61 -32.83 2.07 9.05 3.19

CASSCF(10,9)/6-31G(d,p)c 14.29(12.14) -31.81(-31.20) 2.65 6.97 2.61 14.66(11.87)d -27.44(-27.78) 7.41 8.81d 2.50

13.21(10.39)e 9.84e

CASSCF(10,9)/6-311G(d,p) 13.48(11.64) -32.17(-31.54) 2.63 7.48 2.59 15.23(12.79)d -26.57(-26.95) 7.54 9.17d 2.53

13.74(10.83)e 9.87e

MRPT2/CASSCF(10,9)/6-31G(d,p) 5.93(3.78) -22.20(-21.59) 4.84(2.05)d -15.07(-15.42)

6.31(3.49)e

MRPT2/CASSCF(10,9)/6-311G(d,p) 4.83(2.99) -18.57(-17.94) 4.07(1.63)d -14.10(-14.48)

8.39(5.48)e

B3LYP/6-31G(d,p) 9.03(4.70) -15.50(-15.18) 6.04 4.15 2.37 6.19(1.25) -13.41(-12.88) 5.33 5.64 2.11

CAM-B3LYP/6-31G(d,p) 8.69(4.58) -16.14(-15.64) 5.53 4.26 2.39 6.02(0.29) -13.94(-13.23) 4.88 4.69 2.33

LC-BLYP/6-31G(d,p) 8.47(4.56) -14.80(-14.13) 4.69 4.07 2.45 5.33(0.01) -12.66(-11.80) 3.99 4.07 2.46

M062X/6-31G(d,p) 7.44(3.98) -16.61(-16.00) 5.65 4.57 2.32 3.54(-0.38) -14.13(-13.42) 5.01 4.94 2.24

WB97XD/6-31G(d,p) 10.38(6.17) -16.30(-15.76) 5.65 4.31 2.40 7.94(2.18)d -14.14(-13.47) 4.99 4.48d 2.27

7.89(2.38)e 5.19e

B3LYP/6-311þG(d,p) 9.65(6.90) -14.59(-14.34) 6.09 7.17 2.49 5.40(2.76) -12.93(-12.56) 5.49 8.51 2.10

CAM-B3LYP/6-311þG(d,p) 10.26(7.55) -14.76(-14.26) 5.32 6.72 2.48 5.86(2.98) -13.08(-12.57) 4.85 7.83 2.36

LC-BLYP/6-311þG(d,p) 10.96(8.14) -13.01(-12.42) 4.41 5.78 2.51 6.32(2.83) -11.48(-10.86) 3.96 6.52 2.50

M062X/6-311þG(d,p) 10.81(7.29) -15.12(-14.65) 5.30 4.61 2.26 6.97(2.11)d -13.53(-12.78) 5.06 4.74d 2.24

6.94(1.71)e 5.31e

WB97XD/6-311þG(d,p) 11.37(8.67) -14.85(-14.46) 5.55 6.99 2.48 7.31(3.98) -13.22(-12.87) 4.98 7.98 2.30
aThe numbers in parentheses include zero-point energies. The solventmodel is IEFPCM/UFF. Atomic radii from theUFF force fieldwere scaled by 1.1.
All hydrogens have individual spheres. bRef 7. cRefs 42 and 43. dTS1. eTS2.
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of the two paths without considering the dynamic electron
correlation. However, the MRPT2 correction clearly showed
that the former path was much preferable to the latter.

In the gas phase, the barrier of the 7AI-(H2O)2 complex was
1.6 kcal/mol, which is much lower than that of the 7AI-H2O
complex, supporting the argument that excited-state tautomer-
ization might occur by forming H-bonded complexes with two
water molecules. The solvent effect reduced the 7AI-H2O
MRPT2 barrier by 2.8 kcal/mol, which is consistent with
experiments in that the excited-state tautomerization was not
observed in the gas phase but in solution.

All DFT methods used in this study, namely, the hybrid
functional B3LYP, M062X, the functional with long-range
correction CAM-B3LYP, LC-BLYP, and the WB97XD func-
tional which includes empirical dispersion, underestimated
H-bond distances in the reactant and product by about
0.1-0.4 Å. The tautomerization energies obtained by the
TDDFT methods were slightly underestimated compared with
the MRPT2 values, except for the 7AI-H2O complex in the gas
phase. No significant benefits, in terms of both structural and
energetic prediction, were found from the DFT methods with
long-range correction or empirical dispersion. In terms of the TS
structures and the barrier height in the gas phase, the M062X
method agreed best with the CASSCFwith aMRPT2 correction.

At all TDDFT levels used in this study, the TS structures and
barrier heights greatly depend on the basis set and the solvent
effect. Only twomethods,WB97XD/6-31G(d,p) andM062X/6-
311þG(d,p), predicted two TSs for two asynchronous paths for
the 7AI-(H2O)2 complex. However, the two barrier heights
were almost the same in energy, and larger than the preferable
MRPT2 value. Further systematic study is necessary to test
whether current TDDFT methods, including solvent effects,
can be used to correctly understand excited-state proton transfer
reactions.
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ABSTRACT: A vast number of noncovalent interaction energies at the counterpoise corrected CCSD(T) level have been collected
from the literature to build a diverse new data set. The whole data set, which consists of 2027 CCSD(T) energies, includes most of
the published data at this level. A large subset of the data was then used to train a novel, B3LYP specific, empirical correction scheme
for noncovalent interactions and basis set superposition error (abbreviated as B3LYP-MM). Results obtained with our new
correction scheme were directly compared to benchmark results obtained with B3LYP-D3 and M06-2X (two popular density
functionals designed specifically to accurately model noncovalent interactions). For noncovalent complexes dominated by
dispersion or dipole-dipole interactions, all three tested methods give accurate results with the medium-sized aug-cc-pVDZ
basis set with MUEs of 0.27 (B3LYP-MM), 0.32 (B3LYP-D3), and 0.47 kcal/mol (M06-2X) (with explicit counterpoise
corrections). These results validate both B3LYP-D3 and M06-2X for interactions of this type using a much larger data set than
was presented in prior work. However, our new dispersion correction scheme shows some clear advantages for dispersion and
dipole-dipole dominated complexes with the small LACVP* basis set, which is very popular in use due to its low associated
computational cost: The MUE for B3LYP-MM with the LACVP* basis set for this subset of complexes (without explicit
counterpoise corrections) is only 0.28 kcal/mol, compared to 0.65 kcal/mol for M06-2X or 1.16 kcal/mol for B3LYP-D3.
Additionally, our new correction scheme also shows major improvements in accuracy for hydrogen-bonded systems and for systems
involving ionic interactions, for example, cation-π interactions. Compared to B3LYP-D3 and M06-2X, we also find that our new
B3LYP-MM correction scheme gives results of higher or equal accuracy for a large data set of conformer energies of di- and
tripeptides, sugars, and cysteine.

’ INTRODUCTION

Density Functional Theory (DFT)7 has become an indispen-
sable computational method to solve real world problems with
quantum mechanics. The success of DFT is mainly based on its
excellent balance between computational cost and accuracy,
which is obtained with popular density functionals, such as
B3LYP.8-11 B3LYP has shown good accuracy and transferability
for thousands of real world systems studied during the past 15
years and therefore has become the most popular density
functional for application studies in the chemical literature.
However, even though B3LYP shows remarkable accuracy for
many real world problems,12,13 it fails to accurately represent
London dispersion interactions.14-17 Since this type of weak
noncovalent interaction plays a crucial role in chemistry18-20 and
biology,21-23 this represents a serious limitation for the B3LYP
functional. A variety of ways to improve upon B3LYP for
noncovalent interactions have been proposed in the recent
literature, ranging from new density functionals24-26 such as
M06-2X2 to a posteriori corrections for existing density
functionals,1,27-31 to name just a few of the most popular
approaches. For a more detailed discussion of such methods,
we refer the reader to the recent review literature.32-35

It becomes an important task to benchmark the significant
number of promising DFT methods in order to be able to

recommend the best ones to the users. For this, it is crucial to
have benchmark data sets as large and diverse as possible in hand.
The field of producing benchmark interaction energy data has
been pioneered by Hobza and co-workers with their S22 data
set,36,37 which has become a standard test set for noncovalent
interactions. Since the publication of the S22 data set, a sub-
stantial amount of new high level benchmark noncovalent
interaction energy data has appeared in the literature (for all
citations, see the Supporting Information). However, since most
of this data is scattered throughout the literature, assembling all
of it into one database is necessary, if one wants to use it for
benchmarking or training purposes. This task has been started by
Hobza and co-workers with the Benchmark Energy and Geo-
metry Database (BEGDB) database,38 which contains most of
the benchmark data produced in the Hobza group. In this work,
we have tried to complete one of the tasks started with the
BEGDB project, which is to create one large benchmark inter-
action energy database that contains almost all CCSD(T) data
currently available in the literature. With a thorough literature
search, we were able to assemble a data set of 2027 counterpoise
corrected interaction energies at the CCSD(T) level. Further-
more, we also compiled a database of CCSD(T)/CBS level
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conformational energies of di- and tripeptides, sugars, and
cysteine from the literature.1,38,54 For future use, our databases
are supplied as a whole in the Supporting Information in their
current forms. However, an updated version of our noncovalent
interaction energy database is also available via the internet at
http://www.noncovalent.friesnerlab.com.

We employed our very large and diverse interaction energy
database to benchmark two DFT methodologies that both have
displayed good performance for noncovalent interactions, M06-
2X2 (a relatively new density functional) and B3LYP-D31 (an a
posteriori correction scheme for the popular B3LYP density
functional) when evaluated using smaller data sets. While
B3LYP-D3 involves an empirical functional form as well as a
few global, empirical parameters, most of its parameters are
calculated using ab initio methods. Therefore, B3LYP-D3 is
generally referred to as a semiempirical correction scheme.1 Using
part of our new interaction energy and conformational energy
data set as the training set, we also parametrized a novel empirical
correction scheme for the B3LYP functional (abbreviated as
B3LYP-MM). Our correction scheme not only improves the
treatment of London dispersion interactions with B3LYP but
also includes a version that corrects for basis set superposition
error (BSSE)39 if this is not treated explicitly. It was specifically
designed to yield good accuracy with any basis set with and
without explicit counterpoise corrections.40 Since B3LYP-D3
and M06-2X were not designed to correct for the large BSSE
present with small basis sets, it is not surprising that we findmajor
improvements in accuracy compared to the other benchmarked
methods for the small LACVP*41 basis set (which is very
popularly used because of its relatively low computational cost)
without explicit counterpoise corrections. While with B3LYP-
MM we get an overall mean unsigned error (MUE) of only 0.41
kcal/mol without explicit counterpoise correction and the
LACVP* basis set, the corresponding MUEs with the other
methods are significantly larger with 1.20 kcal/mol for M06-2X
and 2.11 kcal/mol for B3LYP-D3. With our new correction
scheme, special care was also taken to obtain high accuracy
for hydrogen-bonded systems (for which BSSE is often
especially large due to the small distances involved) and for
systems with ionic interactions, including those with cation-π
interactions.

Our correction is simply added to the B3LYP energy and
depends only on nuclear coordinates in the same spirit as the
correction schemes developed by Grimme and co-workers.1,28 It
therefore has the big advantage of very low numerical complexity,
whichmakes implementation of gradients and second derivatives
into any existing quantum chemical code a relatively simple task.
Furthermore, the time needed to calculate the correction is
negligible, making the corrected DFT as fast as the original
uncorrected version. The correction consists of three additive
parts: A simple Lennard-Jones potential, a linear hydrogen
bonding correction term, and a linear cation-π correction term.
Currently, the parameters of the Lennard-Jones correction term
depend only on atomic numbers and are independent of the
atomic environments, while the hydrogen bonding correction
parameters are identical for all types of hydrogen bonds.

Applying combination rules for the pairwise parameters of the
Lennard-Jones terms allows us to keep the total number of freely
adjustable parameters low. Currently, the correction contains only
one parameter for each atom type (currentlyH,C,N,O, F, S, andCl
are implemented). For positive ions such as Liþ or Naþ, Lennard-
Jones terms are not needed. Lennard-Jones correction terms are also

excluded for ammonium hydrogens (any hydrogen attached to a
positively charged sp3 nitrogen) since such hydrogens carry a
substantial positive charge. Besides, there are four additional
adjustable parameters, one global scaling factor for van der Waals
radii, two parameters for the hydrogen bonding correction, and one
adjustable parameter for the cation-π correction term. All 11
adjustable parameters were optimized via a least-squares fit to our
very large and diverse data set of noncovalent interaction energies as
well as to the data set of conformational energies.

Our correction scheme is able to yield better accuracy for small
basis sets and hydrogen bonded and charged systems, mainly due
to the following five major differences from similar solutions
developed by others:1,28,32

(1) The functional form of our dispersion correction consists
of a simple Lennard-Jones 6-12 potential, in contrast to
most other correction schemes that contain attractive r-6

and r-8 terms damped at short distances.
(2) Our correction is only applied for atom pairs more than

three covalent bonds apart from each other, since we
believe that special corrections should be developed for
the covalent bonding region. Such corrections for cova-
lent bonds as well as corrections for transition metals are
currently being developed in our group.42-45 Our final
goal is to merge all different correction types into a
general correction scheme for B3LYP.

(3) Hydrogen bonds are treated specially with our correction
scheme. First, the Lennard-Jones dispersion correction term
is not included for any hydrogen-heavy atompair involved in
a hydrogen bond. Second, a linear repulsive correction term
is applied for all hydrogen-heavy atom pairs involved in a
hydrogen bond, mainly in order to correct for BSSE (which
wefind to be especially strong for hydrogen bonds due to the
short distances between the atoms involved).

(4) Cation-π interactions obtain a special treatment with our
correction scheme as well. First, the Lennard-Jones dis-
persion correction terms are not included for any posi-
tively charged metal ions such as Liþ or Naþ or for any
ammonium hydrogens (any hydrogen attached to a
positively charged sp3 nitrogens) since the positive charge
of an ammonium type cation is mostly localized on the
hydrogens. Second, a linear repulsive correction term is
applied for cation-π interactions involving simple metal
cations such as Liþ or Naþ.

(5) Since BSSE is highly dependent on the basis set used, the
parameters of the correction weremade dependent on the
basis set and on whether counterpoise corrections are
applied.

The paper is organized as follows. In the Methods section, our
data set and correction scheme are discussed in detail. In the
Results section, the performance of our B3LYP-MM correction
scheme will be compared to the accuracy ofM06-2X and B3LYP-
D3. Finally, in the Conclusions, we summarize the comparisons
of the various approaches.

’METHODS

Interaction Energy Database. We assembled our noncova-
lent interaction energy database from 34 publications in the
literature (the citations for all of the literature used for the
database are given in the Supporting Information). Relevant data
from the BEGDB project38 were downloaded from http://www.
begdb.com. Some publications did not report molecular
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coordinates, but we were able to obtain most of them through
correspondence with the authors.
The database contains mostly interaction energies at the

counterpoise corrected CCSD(T)/CBS level, which represents
the current gold standard for benchmark noncovalent interaction
energies of medium-sized molecules.46-49 The acronym CCSD-
(T)/CBS represents MP250,51 interaction energies (extrapolated
to the complete basis set limit), which have been corrected for
higher order correlation effects at the CCSD(T) level52,53 with a
small- or medium-sized basis set.36,48 Recent studies have shown
that for some complexes of the S22 data set, errors due to small
basis sets employed to compute the CCSD(T) correction terms
can be as large as 0.6 kcal/mol.64,65 Unfortunately, up to date,
only a few highly accurate CCSD(T)/CBS interaction energies
(with the CCSD(T) correction term extrapolated to the basis set
limit) exist due to the extraordinary cost of such calculations,
especially when applied to medium-sized molecules. Since for
this study our main goal was to build a very large and diverse data
set with reasonable accuracy, we assembled our interaction
energy data set from almost all CCSD(T)/CBS interaction
energies published in the literature without further pruning of
the data set with respect to quality of the CCSD(T) corrections.
The data set will however be updated in the future to reflect
better quality CCSD(T) interaction energies as they become
available in the literature. Furthermore, the very flexible B3LYP-
MM methodology will easily allow refitting of the correction
parameters to a data set of more accurate interaction energies as
these become available. Besides CCSD(T)/CBS level interaction
energies, several data points with interaction energies at the
counterpoise corrected CCSD(T) level obtained with a medium
or large basis set are also included in the database. In total, the
database contains 2027 counterpoise corrected CCSD(T) inter-
action energy data points. For the benchmark studies reported in
this work, noncovalent complexes with strongly repulsive inter-
action energies (>5.0 kcal/mol) were not included, mainly
because the precise accuracy of the model at such geometries is
generally unimportant in practical applications, as these geome-
tries are rarely occupied due to the strongly repulsive interaction
energy. Complexes containing elements other thanH, C, N,O, F,
S, Cl, Li, and Na were not included as well, since currently
parameters for B3LYP-MM were only fit for these elements.
Even though a few complexes were not used for the benchmark
studies, their best estimate interaction energies as well as their
coordinates are still given in the Supporting Information for
potential future use.
The database contains equilibrium structures (96 data points,

optimized at the CCSD(T), RI-MP2, MP2, or DFT level) and
nonequilibrium structures (1931 data points). It also spans the
whole range of noncovalent interactions, ranging from weakly
bound dispersion dominated complexes over hydrogen bonded
ones to dimers with strong electrostatic interactions. A split up of
the database (only the data points that were used for the
benchmark studies) into different interaction energy type cate-
gories is shown in Table 1.

Benchmark Data Set of Relative Conformational Energies.
A data set of conformer energies at the CCSD(T)/CBS level
containing di- and tripeptides as well as sugars and cysteine was
compiled from the literature as well. The collection of all
possible energy gaps between the different conformers (a total
of 700) was used as the benchmark set. The peptide benchmark
energies were taken from the BEGDB project of Hobza and co-
workers,38,54 while benchmark data for the sugars and cysteine
was taken from the SCONF and the CCONF data sets of
Grimme and co-workers.1 All benchmark conformer energies as
well as the corresponding structures are given together with
their original citations in the Supporting Information.
Computational Details. All calculations were carried out with

the Jaguar software package.55 The pseudospectral metho-
dology,56-60 which significantly speeds up the SCF iterations, was
employed. Default grids and SCF convergence criteria as imple-
mented in Jaguar were used. All structures were taken from the
benchmark energy database and were not further optimized.
Interaction energies were obtained by subtracting the energies of
the monomers (in the geometries of the complex) from the energy
of the complex. Counterpoise corrected interaction energies were
obtained by employing the methodology of Boys and Bernardi.40

With thismethodology, the energies of themonomers are calculated
in the basis set of the complex; i.e., basis functions are placed at the
positions of all the atoms present in the complex but absent in the
monomer. B3LYP-D31 dispersion corrections were calculated with
the program provided on Professor Grimme’s Web site (at http://
toc.uni-muenster.de/DFTD3).
Near Linear Dependencies of Basis Functions. When one

tries to solve the SCF equations for noncovalently bound
complexes, one is often confronted with the well-known problem
of numerical instabilities arising due to near linear dependencies
of nonorthogonal Gaussian basis functions on atoms close in
space.61 The near linear dependencies are especially pronounced
for large basis sets with diffuse functions and can lead to
numerical instabilities, especially if approximate numerical tech-
niques (such as the pseudospectral method) are employed to
compute integrals. Usually, the closer the noncovalently bonded
atoms, the more pronounced the numerical instabilities. The
near linear dependencies are manifested in very small eigenvalues
of the atomic orbital overlap matrix. Therefore, the simplest
solution to the problem of basis set overcompleteness is to
diagonalize the overlap matrix to get a set of canonical orbitals as
eigenvectors. Then, all canonical orbitals with a corresponding
eigenvalue below a threshold ε are discarded. This simple
methodology effectively removes near linear dependencies of
the basis functions and has been successfully applied with Jaguar
with ε = 5.0 � 10-4.
One caveat with specifying a fixed eigenvalue cutoff ε is that

the number and type of canonical orbitals removed can vary with
the molecular geometry. Since the total number of canonical
orbitals can change abruptly between two infinitesimally close
geometries, the potential energy surfaces can become discontin-
uous. With ε = 5.0 � 10-4, these discontinuities are virtually

Table 1. Noncovalent Interaction Types Present in the Interaction Energy Database (Only Data Used for the Benchmark Studies
in This Work Were Counted; for All of the Data, See the Supporting Information)

number of data points interaction energy range (min/max in kcal/mol)

dispersion and/or dipole-dipole dominated 1036 -11.83/3.71

hydrogen bonded, not charged 137 -22.95/0.61

with ionic interactions 542 -110.80/4.62
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nonexistent with the LACVP* basis set. With the aug-cc-pVDZ
basis set3-6 and that ε value, the discontinuites are usually small
(below 0.1 kcal/mol); they can however in a few cases reach
larger values up to 0.3 kcal/mol. We believe that for most
applications discontinuities of this magnitude are tolerable,
especially since errors from other sources (e.g., stemming from
the approximate treatment of electron correlation effects in DFT
or from approximate solvation models, etc.) are often of much
larger magnitude. However, if very high accuracy is required, a
lower cutoff ε might have to be employed in order to minimize
the discontinuities further.
Another caveat is that the number and type of canonical

orbitals removed can vary between calculations that are used for
energy comparisons. For example, since near linear dependencies
of basis functions are often present for noncovalent dimers, but
absent from the monomeric structures, the dimer is likely to
contain fewer canonical orbitals than both monomers together if
a fixed value of ε is employed. This will lead to an increased
energy of the dimer relative to the energies of the monomers and
therefore lead to a less stable complex. However, if the eigenvalue
cutoff ε gets small enough, the canonical orbitals removed are
already well represented by others, and their removal does not
significantly increase the energy of the molecule. Furthermore,
the destabilization effect on a complex due to the removal of
canonical orbitals is in the opposite direction of the BSSE, which
is always stabilizing the complex. Therefore, one might expect
some error cancellation with the BSSE if a fixed ε is employed. In
practice, we have found that, with ε = 5.0 � 10-4, interaction
energies at the noncounterpoise corrected B3LYP/aug-cc-pVDZ
level agree within a few tenths of a kilocalorie per mole with their
counterpoise corrected counterparts. The same was also found
for interaction energies at the B3LYP/aug-cc-pVTZ level. With
the LACVP* basis set, there are usually no canonical orbital
eigenvalues below ε = 5.0 � 10-4, such that the BSSE is not
reduced with this methodology.
Corrections for London Dispersion and Basis Set Super-

position Error (BSSE). As are many of the numerous correc-
tion schemes developed by others,1,28,32 our correction is
based on an a posteriori energy correction, solely dependent
on nuclear coordinates. Our correction, which is comprised
of a London dispersion correction (ELDC), a hydrogen
bonding correction term (EHBC), and a cation-π correction
term (Eπþ), is simply added to the DFT energy, as described
in eq 1:

EB3LYP-MM ¼ EB3LYP þ ELDC þ EHBC þ Eπþ ð1Þ
We found that the errors of B3LYP for hydrogen bonded systems
and structures with cation-π interactions were very different
from the errors observed for dispersion and/or dipole-dipole
bound complexes. While B3LYP strongly underestimates inter-
action energies of most dispersion and dipole-dipole bound
complexes, it often overestimates interaction energies of hydro-
gen bonded complexes or such with cation-π interactions,
especially if no explicit counterpoise corrections are applied.
Major reasons for this special behavior of hydrogen bonded
complexes and systems with cation-π interactions are the very
strong electrostatic interactions involved, and the weak covalent
nature of the resulting interactions. To account for the special
nature of hydrogen bonds and cation-π interactions, the London
dispersion correction term is replaced with a special hydrogen
bond or cation-π correction term (described below) for

hydrogen-bonded H 3 3 3 acceptor pairs as well as for cation-π
bonded atom pairs.
The London dispersion correction is described as a sum of

Lennard-Jones (LJ) functions (eq 2), where the sum loops over
all atom pairs with atoms at least four covalent bonds apart from
each other.

ELDC ¼
X
i < j

εij
rminij

rij

 !12

- 2
rminij

rij

 !6
2
4

3
5 ð2Þ

The parameters rij
min represent the minimum distances of the LJ

functions, while the parameters εij represent the values of the
correction terms at rij

min.We found that the simple Lennard-Jones
6-12 functional form is well suited to represent dispersion
correction terms in the attractive and weakly repulsive region.
However, for the strongly repulsive region (with nonbonded
atoms jammed into one another), the Lennard-Jones potential is
likely to greatly overestimate the van der Waals repulsion. Since
most structures with strongly repulsive nonbonded contacts
represent in fact highly unstable species which are difficult to
accurately model even with correlated wave function methods
such as CCSD(T), we have not attempted to accurately model
the strongly repulsive region with the current version of B3LYP-
MM. However, once a larger amount of reliable interaction
energy data becomes available for strongly repulsive van der
Waals contacts, it will be a relatively easy task to adjust the
repulsive functional form of B3LYP-MM to allow accurate
modeling of the repulsive region as well. Since Lennard-Jones
dispersion correction terms are not included for hydrogen bonds
as well as for cation-π interactions, the repulsive wall of the LJ
6-12 potential does not pose any problem for close hydrogen
bonds and cation-π contacts.
In order to guarantee transferability of the correction, the total

number of empirical parameters should be kept small compared
to the number of training data points. In order to lower the total
amount of empirical parameters, we introduced an empirical
combination rule for the atom pairwise ε parameters (eq 3).

εij ¼ εiεj ð3Þ
The parameters εi depend only on the atomic number of atom i.
This keeps the number of parameters low but at the same time
limits the accuracy of the correction, since atoms in different
chemical environments will be treated the same. For this work, ε
parameters were only fit for the most common elements in the
data set (H, C, N, O, F, S, and Cl). For metal cations such as Liþ

and Naþ as well as for ammonium hydrogens (defined as any
hydrogen attached to a positively charged sp3 nitrogen), Lennard-
Jones dispersion correction terms are not included since the
contribution of dispersion to intermolecular interactions is usually
very small for these positive ions. For molecules involving other
elements, the correction is currently undefined. However, once
even more benchmark interaction energy data become available,
we are planning to determine ε parameters for more elements.
The pairwise rmin parameters are calculated with the additive

combination rule shown in eq 4.

rminij ¼ qðRVDW
i þ RVDW

j Þ ð4Þ
Ri
VDW represent experimental van der Waals Radii obtained from

Bondi’s compilation62 (again only dependent on the atomic
number of atom i, shown in Table 2), while q is a global scaling
factor.
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The hydrogen bonding correction term is simply composed of
a linear repulsive function with two global parameters r0

hb and
bhb (eq 5).

EHBC ¼
X
i < j

-bhbðrij - rhb0 Þ ð5Þ

The sum in eq 5 runs over all hydrogen-heavy atom pairs,
which are hydrogen bonded. rij represents the distances between
the hydrogen bond acceptor and the hydrogen-bonded hydro-
gens. Each correction term is only counted if positive, i.e., if rij <
r0. Hydrogen bonds were detected with the hydrogen bond
detection subroutine implemented in the Schr€odinger MMShare
software package.63 A hydrogen bond was always assigned if two
potentially hydrogen-bonding atoms (hydrogen and hydrogen-
bond acceptor with the right Macromodel atom types) were
closer than 3.0 Å apart from each other. In order to avoid large
discontinuities in the potential energy surfaces with our correc-
tion scheme, hydrogen bond donor and acceptor angles were not
considered for the assignment of hydrogen bonds. This angle
independent hydrogen bond assignment ensures that the only
possible discontinuity in the potential energy surface could occur
at the cutoff distance of 3.0 Å. However, since all correction terms
become negligible at the cutoff distance, this very small disconti-
nuity of the potential energy surface does not pose a problem in
practice. This fact is illustrated in Figure 1, which shows potential

energy surfaces of the formic acid dimer with our correction
scheme. Even though the formic acid dimer contains two
symmetric hydrogen bonds (which will lead to a discontinuity
twice as large as with only a single hydrogen bond), Figure 1
shows that the discontinuity in the potential energy surface is
virtually nonexistent.
The cation-π correction term (eq 6) is also composed of a

simple linear repulsive term.

Eπþ ¼
X
i < j

-bπþðrij - rπþ0 Þ ð6Þ

The sum in eq 6 runs over all metal cation-sp2/sp-carbon pairs. rij
represents the distances between the atom pairs considered. All
sp2/sp carbons, except carbonyl and immine carbons, are
counted for the cation-π correction term. Each correction term
is only included if positive, i.e., if rij < r0. The parameter r0

πþ was
set to 5.0 Å and not further optimized.

The parameters εi, q, b
hb, r0

hb, and bπþ were optimized via a
least-squares fitting procedure to a part of our interaction energy
data set as well as to a part of the data from the relative
conformational energy data set. In order to avoid any disconti-
nuity of the hydrogen bonding correction, the hydrogen bonding
correction parameter bhb was constrained to be e3.0 Å. The
determination of optimal parameter values represents a non-
linear optimization problem, to which we found a solution with a
variant of the Levenberg-Marquardt algorithm as implemented
in the leastsq subroutine of the scipy software package (version
0.6.0). About 75% of all interaction energy and conformational
energy data was randomly selected and used as the training set for
the parameters. The leftover 25% of the data was employed as a
test set. In order to ensure that all types of interactions were well
represented in the training and the test set, the random selection
procedure for the interaction energy training set was carried out
according to the following protocol:
(1) All complexes were assigned to several ε-parameter groups,

such that each parameter εi formed one parameter group.
A complex was assigned to the parameter group of εi if its
interaction energy was dependent on the value of εi.
ε-parameter groups of common elements (e.g., C, H, or O)
contained several hundred complexes while other para-
meter groups, such as the ones involving F or Cl only had a
few tens of members.

(2) In order to ensure that all parameter groups would be
represented in the training and the test set with approxi-
mately the desired training/test ratio, all parameter groups
were ordered according to increasing number of com-
plexes. Each complex was then assigned to one single
parameter group according to the following algorithm.
First, the parameter group with the least amount of
members was assigned all of its members. Then, the
second smallest parameter group was assigned all of its
members, except the ones already present in the first
parameter group. Proceeding in the same manner, the nth
smallest parameter group was assigned all of its members
except the ones already present in the parameter groups
with fewer members.

(3) A little over half of the training set was then selected by
randomly choosing 37.5% (rounded down to the nearest
integer) of complexes from each parameter group.

(4) The whole data set was also divided into the three
interaction type categories shown in Table 1. The three

Table 2. The Parameters Ri
VDW (Obtained from Bondi’s

Compilation62)

element RVDW (Å)

H 1.20

C 1.70

N 1.55

O 1.52

F 1.47

S 1.80

Cl 1.75

Figure 1. Potential energy surface of the formic acid dimer. Distance
between the monomers represents the distance between the two centers
of mass. Hydrogen bonds are shown in yellow with the hydrogen
bonded distance range (H-heavy-atom distance < 3.0 Å) highlighted in
yellow.
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categories are complexes with only dispersion and dipole-
dipole interactions, hydrogen bonded complexes, and
charged complexes.

(5) The percentage of complexes to be selected for the
training set from each interaction type category (defined
as f2) was then calculated, such that the final training/test
ratio would be around 3:1. f2% of data points from each
interaction type category were then randomly selected for
the training set, after having removed all complexes
already selected for the training set in step 3.

The random selection of the training set together with the
least-squares fitting was carried out six times for each set of
parameters. This allowed us to obtain an estimate of the
sensitivity of the parameters on the training set and is a good
test to ensure there is no overfitting. Table 3 shows the mean
values of all parameters (for the LACVP* and the aug-cc-pVDZ
basis sets) together with their standard deviations as obtained
from the six least-squares fitting experiments. Optimal para-
meters were determined for counterpoise and noncounterpoise
corrected interaction energies. (The relative conformational
energies were never counterpoise corrected, since there is no
consistent way to apply counterpoise correction for total
energies.)
The very small standard deviations for each parameter clearly

show that there has been no overfitting and that the correction is
therefore likely to be transferable to systems not included in the
training set. Another fact that supports this conclusion is that the
mean unsigned errors (MUEs) as well as the root mean square
deviations (RMSDs) for the randomly selected training and test
sets were very similar for all six fitting experiments. RMSDs and
MUEs averaged over all six fitting experiments are shown in
Table 4.
Since we find that BSSE is small with the aug-cc-pVDZ basis

set if no halogens are involved, it is not surprising that the optimal
values for the correction parameters are very similar with and
without counterpoise corrected interaction energies for that basis
set (Table 3). Exceptions are the halogen correction parameters

εF and εCl, which vary significantly depending onwhether explicit
counterpoise corrections are included, due to larger counterpoise
corrections for complexes involving F or Cl with the aug-cc-
pVDZ basis set. For the small LACVP* basis set where BSSE is
very significant (often up to several kilocalories per mole), we
find clearly different correction parameters depending on
whether counterpoise corrections are applied or not. Again, the
halogen correction parameters are especially sensitive to the
counterpoise correction issue, due to especially large counter-
poise corrections for structures involving halogens.

’RESULTS AND DISCUSSION

A summary of the overall statistical performance (MUEs,
RMSDs, and average errors) of all of the benchmarked methods,
B3LYP-D3, M06-2X, and B3LYP-MM (this work) is shown in
Table 5.

In order to see how the benchmarked methods perform for
complexes dominated by different kinds of interactions, results
for dispersion and dipole-dipole dominated complexes are
shown separately in Table 6, while Table 7 shows separate results
for complexes with hydrogen bonds or ionic interactions.

Table 3. Mean B3LYP-MM Parameter Values Obtained from Six Least Squares Fitting Experimentsa

basis set

LACVP* aug-cc-pVDZ

parameter name parameter units un-Cp-corrb Cp-corrc un-Cp-corrb Cp-corrc

εH (kcal/mol)0.5 0.097( 0.009 0.183( 0.002 0.306( 0.003 0.313( 0.002

εC 0.589( 0.024 0.744( 0.003 0.660( 0.009 0.714( 0.013

εN 0.542( 0.019 0.744( 0.005 0.731( 0.009 0.705( 0.011

εO 0.215( 0.004 0.427( 0.004 0.595( 0.012 0.633( 0.013

εF 0.013( 0.023d 0.528( 0.022 0.362( 0.010 0.540( 0.014

εS 1.117( 0.067 1.393( 0.023 1.288( 0.020 1.379( 0.027

εCl 0.909( 0.043 1.145( 0.023 0.701( 0.054 0.974( 0.044

q no units 0.895( 0.012 0.860( 0.001 0.859( 0.004 0.846( 0.005

bhb kcal/(mol � Å) 1.144( 0.024 1.094( 0.038 1.888( 0.064 1.816( 0.090

bπþ 0.410( 0.004 0.248( 0.006 0.130( 0.002 0.116( 0.004

r0
hb Å 3.000e 2.283( 0.006 2.047( 0.002 2.035( 0.006

r0
πþ 5.000f 5.000f 5.000f 5.000f

a Error bars represent standard deviations. b Parameters fit to interaction energies without explicit counterpoise corrections. c Fit to counterpoise
corrected interaction energies. Relative conformational energies were never counterpoise corrected. d Parameter was constrained to be positive. During
the six fitting experiments, parameter values from 0.00 to 0.06 were found. e Parameter reached its maximum value of 3.0 Å during least-squares
optimization. f Parameter was not optimized but set to 5.0 Å.

Table 4. RMSDs and MUEs Obtained with B3LYP-MM
Averaged over the Six Fitting Experimentsa

MUE (kcal/mol) RMSD (kcal/mol)

basis set cp corrb training set test set training set test set

LACVP* no 0.45 ( 0.01 0.45( 0.02 0.70( 0.02 0.66( 0.05

yes 0.48( 0.01 0.49( 0.01 0.72( 0.01 0.72( 0.03

aug-cc-pVDZ no 0.37 ( 0.01 0.36( 0.01 0.51( 0.01 0.50( 0.02

yes 0.34( 0.01 0.35( 0.01 0.49( 0.01 0.49( 0.02
a Error bars represent standard deviations (training set: 1810 ( 6 data
points; test set: 605 ( 6 data points). bWhether interaction energies
were counterpoise corrected or not. Relative Conformational energies
were never counterpoise corrected.



664 dx.doi.org/10.1021/ct100651f |J. Chem. Theory Comput. 2011, 7, 658–668

Journal of Chemical Theory and Computation ARTICLE

Error histograms for dispersion and dipole-dipole dominated
complexes, but also for hydrogen bonded and ionic ones are
shown in Table 8 for B3LYP-MM, B3LYP-D3, and M06-2X.
Corresponding error histograms are also shown for the con-
formational energy data set. Noncounterpoise corrected results
are depicted for both basis sets.

In the following section, we will discuss the results obtained
with both basis sets in more detail.
Results with the Medium Sized aug-cc-pVDZ Basis Set.

From Table 6, it can be seen that the performance of B3LYP-D3
for dispersion and dipole-dipole dominated complexes is re-
markably accurate with the aug-cc-pVDZ basis set (MUEs below

Table 5. RMSDs, MUEs, and Average Errors of All Benchmarked DFT Methods (in kcal/mol)a

whole interaction energy DB (1715 data pointsb) conformational energies DB (700 data points)

basis set counterpoise-corrected DFT method MUEc RMSDd avge MUEc RMSDd avge

LACVP* no B3LYP-D3 2.11 2.87 -2.10 0.82 1.10 0.02

B3LYP-MM 0.41 0.68 -0.04 0.55 0.71 0.05

M06-2X 1.20 1.97 -0.94 0.78 1.04 0.10

B3LYP 2.75 3.66 1.35 1.54 2.03 0.32

yes B3LYP-D3 1.21 1.91 -0.64 naf

B3LYP-MM 0.41 0.65 0.18 0.67g 0.87g -0.03g

M06-2X 1.20 1.97 -0.94 naf

B3LYP 3.53 4.87 2.81

aug-cc-pVDZ no B3LYP-D3 0.95 1.48 -0.72 0.39 0.49 -0.05

B3LYP-MM 0.37 0.53 0.09 0.37 0.47 -0.07

M06-2X 0.73 1.17 -0.30 0.61 0.79 -0.02

B3LYP 3.11 4.36 2.73 1.57 2.15 0.25

yes B3LYP-D3 0.87 1.41 -0.56 naf

B3LYP-MM 0.32 0.48 0.11 0.38g 0.49g -0.09g

M06-2X 0.67 1.08 -0.10 naf

B3LYP 3.25 4.57 2.89
aB3LYP-MM represents results obtained with the correction scheme developed in this work. b For the following levels of theory, a fewer number of cases
were included due to SCF convergence problems: B3LYP/aug-cc-pVDZ without counterpoise correction (2 cases missing); M06-2X/LACVP* with
explicit counterpoise correction (11 cases missing); M06-2X/aug-cc-pVDZ with explicit counterpoise correction (3 cases missing); M06-2X/aug-cc-
pVDZ without counterpoise correction (4 cases missing). cMean unsigned error. dRoot mean square deviation. eAverage error. fNo consistent way to
apply counterpoise corrections. gB3LYP energies were obtained without counterpoise corrections; however, the MM correction part was parametrized
with counterpoise corrected interaction energies.

Table 6. RMSDs, MUEs, and Average Errors of All Benchmarked DFTMethods (in kcal/mol) for Dispersion and Dipole-Dipole
Dominated Complexesa

dispersion and dipole-dipole dominated complexes (1036 data pointse)

basis set counterpoise-corrected DFT method MUEb RMSDc avgd

LACVP* no B3LYP-D3 1.16 1.38 -1.15

B3LYP-MM 0.28 0.41 0.05

M06-2X 0.65 0.92 -0.26

B3LYP 3.15 4.09 3.14

yes B3LYP-D3 0.55 0.80 0.33

B3LYP-MM 0.33 0.46 0.21

M06-2X 1.06 1.36 1.03

B3LYP 4.62 5.88 4.62

aug-cc-pVDZ no B3LYP-D3 0.37 0.50 -0.02

B3LYP-MM 0.36 0.49 0.13

M06-2X 0.53 0.73 0.01

B3LYP 4.27 5.31 4.27

yes B3LYP-D3 0.32 0.48 0.18

B3LYP-MM 0.27 0.37 0.14

M06-2X 0.47 0.63 0.31

B3LYP 4.47 5.58 4.47
aB3LYP-MM represents results obtained with the correction scheme developed in this work. bMean unsigned error. cRoot mean square deviation.
dAverage error. e For the following levels of theory, fewer number of cases were included due to SCF convergence problems: B3LYP/aug-cc-pVDZ
without counterpoise correction (2 cases missing); M06-2X/aug-cc-pVDZ without counterpoise correction (4 cases missing).
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0.40 kcal/mol). B3LYP-D3 also performs very accurately for the
data set of conformational energies (MUE of 0.39 kcal/mol).
M06-2X gives also rather accurate results for dispersion and
dipole-dipole dominated complexes as well as for the conforma-
tional energies. Its performance is however slightly worse than
B3LYP-D3's. For the subset of hydrogen bonded complexes,
B3LYP-D3 is slightly more accurate than M06-2X with explicit
counterpoise corrections, while without counterpoise correc-
tions both methods are of comparable accuracy. For hydrogen-
bonded systems, B3LYP-D3 shows some overbinding. This
overbinding is present with and without counterpoise correc-
tions and is manifested in the negative average errors of the
method. Since BSSE is always attractive, it is not surprising that
the overbinding is more pronounced without explicit counter-
poise corrections. For complexes with ionic interactions, both
B3LYP-D3 and M06-2X show significant overbinding regardless
of counterpoise corrections (average errors < -1.0 kcal/mol).
With the aug-cc-pVDZ basis set and with explicit counterpoise

corrections, our B3LYP-MM method is slightly more accurate
than B3LYP-D3 for dispersion and dipole-dipole dominated
complexes (MUE= 0.27 kcal/mol). Without counterpoise cor-
rections, our B3LYP-MM method still produces very accurate
interaction energies. As with B3LYP-D3, we also observe a very
accurate performance on the data set of conformational energies
(MUE = 0.37 kcal/mol). However, in contrast to B3LYP-D3,
which shows significant overbinding for hydrogen-bonded and
charged complexes, the B3LYP-MM correction scheme also
delivers results of high accuracy (MUEs e 0.41 kcal/mol) and
almost no overbinding (|average error| e 0.24 kcal/mol) for
hydrogen-bonded and charged systems.
Therefore, since hydrogen bonds as well as ionic interactions

are of great practical importance in biology andmaterials science,
B3LYP-MM clearly has a practical advantage over B3LYP-D3 or
M06-2X in conjuction with a medium-sized basis set.

Results with the Small LACVP* Basis Set. With counter-
poise corrections, B3LYP-D3 performs acceptably in the small
basis set for dispersion and dipole-dipole dominated complexes,
with an overall MUE of 0.55 kcal/mol, while we would not
recommend M06-2X with this basis set (MUE = 1.06 kcal/mol).
However, B3LYP-MM is clearly the most accurate method with
counterpoise corrections in the small basis set with an overall
MUE of only 0.33 kcal/mol. Even with counterpoise corrections,
B3LYP-D3 seriously overbinds hydrogen-bonded complexes
(average error = -0.51 kcal/mol) and complexes with ionic
interactions (average error = -2.53). Without counterpoise
corrections, B3LYP-D3's overbinding for hydrogen-bonded
and ionic complexes clearly renders the method very inaccurate
with average errors <-3.0 kcal/mol. Apart from hydrogen bonds
and ionic interactions, B3LYP-D3 also shows serious overbind-
ing for dispersion and dipole-dipole dominated complexes with-
out counterpoise corrections in the small basis set, as can clearly
be seen from the error histograms in Table 8. Without counter-
poise corrections, M06-2X performs better than B3LYP-D3 in
the small basis set, its overall performance is however still not
convincing with a MUE of 1.20 kcal/mol.
In contrast to all other methods tested, our B3LYP-MM

methodology still delivers accurate interaction and conforma-
tional energies with the small basis set without counterpoise
corrections, with overall MUEs of only 0.41 and 0.55 kcal/mol
that are only marginally larger than the ones obtained with the
medium-sized basis set. For hydrogen-bonded complexes,
B3LYP-MM shows slight overbinding (average error of -0.31
kcal/mol), which leads to a slight degradation in the overall
accuracy for hydrogen-bonded complexes (MUE = 0.75 kcal/
mol). However, compared to the performances of B3LYP-D3
and M06-2X for hydrogen-bonded complexes without counter-
poise corrections in the small basis set (both methods show
MUEs larger than 1.8 kcal/mol), the accuracy of B3LYP-MM

Table 7. RMSDs, MUEs, and Average Errors of All Benchmarked DFT Methods (in kcal/mol) for Complexes with Hydrogen
Bonds or Ionic Interactionsa

hydrogen bonded complexes

(not charged; 137 data points)

complexes with ionic interactions

(542 data pointse)

basis set counterpoise-corrected DFT method MUEb RMSDc avgd MUEb RMSDc avgd

LACVP* no B3LYP-D3 3.42 3.71 -3.42 3.58 4.36 -3.57

B3LYP-MM 0.75 0.94 -0.31 0.56 0.95 -0.15

M06-2X 1.85 2.16 -1.81 2.08 3.07 -2.03

B3LYP 2.13 2.76 0.14 2.14 2.93 -1.76

yes B3LYP-D3 0.82 1.00 -0.51 2.57 3.18 -2.53

B3LYP-MM 0.55 0.91 0.34 0.52 0.84 0.10

M06-2X 0.85 1.01 0.53 1.35 2.11 -1.16

B3LYP 3.13 4.21 3.04 1.53 2.13 -0.71

aug-cc-pVDZ no B3LYP-D3 0.64 0.77 -0.45 2.14 2.51 -2.12

B3LYP-MM 0.37 0.54 0.10 0.38 0.58 0.00

M06-2X 0.61 0.76 0.25 1.13 1.78 -1.05

B3LYP 3.10 4.05 3.10 0.91 1.47 -0.31

yes B3LYP-D3 0.44 0.56 -0.25 2.05 2.41 -2.04

B3LYP-MM 0.36 0.51 0.24 0.41 0.64 0.02

M06-2X 0.63 0.78 0.52 1.09 1.67 -1.05

B3LYP 3.31 4.20 3.31 0.90 1.44 -0.23
aB3LYP-MM represents results obtained with the correction scheme developed in this work. bMean unsigned error. cRoot mean square deviation.
dAverage error. e For the following levels of theory, a fewer number of cases were included due to SCF convergence problems: M06-2X/LACVP* with
explicit counterpoise correction (11 cases missing); M06-2X/aug-cc-pVDZ with explicit counterpoise correction (3 cases missing).
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Table 8. Comparison of Error Distributions of B3LYP-MM (red), B3LYP-D3 (blue), and M06-2X (black)a

aAll results are without explicit counterpoise corrections. All plots show normalized kernel density estimates (KDEs)multiplied with the number of data
points. The KDEs were computed with the density() function in R, with Gaussian kernels and default bandwidths.
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represents a significant improvement. For complexes with ionic
interactions, B3LYP-MMgives also very accurate results regardless of
explicit counterpoise corrections, with MUEs e 0.56 kcal/mol.
Finally, it is also noteworthy that the cation-π correction in

B3LYP-MM seems to pretty uniformly improve cation-π inter-
action energies, regardless of whether the cation sits on top or on
the side of an aromatic ring. To illustrate this, we calculated the
MUEs obtained with B3LYP-MM for all benzene alkali-cation
interaction energies in two different regimes of the angle θ
(defined in Figure 2).
All structures were divided into conformations where the

cation sits on top of the benzene ring (θ e 45�; 215 structures)
and in conformations where the cation is located more toward
the side of the benzene ring (45� < θ e 90�; 293 structures).
With B3LYP-MM, we find similar accuracy for both regimes of
the angle θ regardless of basis set and explicit counterpoise
corrections. The observed MUEs for the regime with θ > 45� are
in fact always slightly smaller (maximum difference in MUEs
observed was 0.27 kcal/mol) than the corresponding MUEs for
the regime with θ e 45�. This indicates that the cation-π
correction contained in B3LYP-MM not only works well if the
cation is directly above the benzene ring but also clearly improves
interaction energies for other structures.

’CONCLUSIONS

In this work, we have built a data set of highly accurate
noncovalent interaction energies at the CCSD(T) level from the
literature. Compared to previously published data sets, our data
set has a much larger size and greater diversity. Benchmark
studies of twoDFTmethodologies (M06-2X and B3LYP-D3) on
our new interaction energy data set show high accuracy of
B3LYP-D3 for dispersion and dipole-dipole dominated interac-
tions if a medium-sized basis set such as aug-cc-pVDZ is
employed with explicit counterpoise corrections (MUE = 0.32
kcal/mol). However, without counterpoise corrections, we find
serious overbinding of B3LYP-D3 for hydrogen-bonded systems
(average error = -0.45 kcal/mol) and for complexes with ionic
interactions (average error =-2.12 kcal/mol) with the medium-
sized basis set. For the small LACVP* basis sets without counter-
poise corrections (a level of theory that is often employed in
practice, especially for geometry optimizations), our benchmark
results show that neither B3LYP-D3 nor M06-2X shows good
accuracy. In contrast to B3LYP-D3 andM06-2X, we find that our
new methodology (B3LYP-MM) delivers very accurate results
for all types of interactions, regardless of counterpoise correc-
tions and basis set (overall MUEs e 0.41 kcal/mol). The
observed improvement in accuracy with B3LYP-MM over

B3LYP-D3 and M06-2X is especially significant for hydrogen-
bonded and charged systems.

The development of B3LYP-MM has demonstrated a number
of interesting points:
(1) By making parameters specific to the basis set and use of

counterpoise corrections, significant improvements in
accuracy can be obtained, with a particularly large im-
provement for small basis sets.

(2) The addition of a small number of parameters addressing
hydrogen bonding and interactions involving one or more
ions can substantially improve accuracy for these systems,
with a particularly large impact on ionic systems, which
exhibit large errors when treated with prior alternatives in
the literature.

While the data set here has quite a few data points, it does not
fully cover all possible types of chemistry associated with non-
covalent interactions. Unusual functional groups may in fact
require the addition of new parameters to the model. The
improvements to hydrogen bonded and charged systems ob-
tained by following this path suggest that it is a fruitful one and
can result in a systematically improvable, empirically corrected
DFT functional; as problems are discovered, they can readily be
repaired by the addition of a relatively small number of new
parameters. As benchmark quantum chemical calculations be-
come increasingly inexpensive in the future, transfer of informa-
tion from such calculations to DFT-based models will become
more facile and, as shown here, will be a highly effective means of
achieving chemical accuracy at modest computational cost.
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ABSTRACT: The present study compares the accuracy of 30 density functionals for four databases of reaction energies studied
recently by Grimme and co-workers. For 20 of the density functionals, the calculations are new, and the calculations are compared to
previous work for the other 10. We present the results in detail for 11 of the functionals and as mean unsigned errors for the others.
The results presented in detail are for the seven most recent Minnesota functionals (M05-2X, M06-L, M06-HF, M06, M06-2X,
M08-HX, and M08-SO), three range-separated functionals (HSE, LC-ωPBE, andωB97X-D), and one dispersion-corrected global
hybrid generalized gradient approximation (B97-D); the other functionals include five dispersion-corrected functionals and their
uncorrected analogs, eight high-performing functionals on a recent catalytic-energies test, and the TPSSh functional because it is of
special interest to compare its performance to that of M08-SO. Three of the four databases contain a total of 21 rearrangement
reaction energies and 13 diverse dissociation or association energies, and the fourth contains three dissociation reaction energies of
alkali metal clusters and three dissociation reaction energies of alkali-metal-cation-benzene complexes. The results are especially
promising for the Minnesota hybrid meta-GGA functionals and the ωB97X-D, B2PLYP-D, and HSE functionals.

1. INTRODUCTION

Density functional theory (DFT) in the formulation of Kohn
and Sham1 is the most robust and popular electronic structure
method in computational chemistry and physics. Although
Kohn-Sham DFT is an exact many-body quantum mechanical
theory for the ground-electronic-state properties of a given
system, it depends on an unknown universal exchange-correla-
tion (XC) functional that can only be approximated.2 Many
approximate functionals have been published in the literature.3,4

Since the exact form of the universal XC functional is unknown,
approximate functionals, no matter how they were developed,
need to be carefully validated before their application to real chem-
ical problems. To this end and also in order to design new
density functionals, a large number of databases have been devel-
oped and used to test density functional theory for, for example,
chemical reaction barrier heights,5-14 thermochemistry,9,12-22

noncovalent interactions,9,13,14,23-30 transitionmetal chemistry,4,9,31-35

spectroscopy,9,13,36-41 and catalysis.42,43 Goerigk and Grimme14

recently compiled a quantum chemistry benchmark database for
general main-group thermochemistry, kinetics, and noncovalent
interactions, called GMTKN24, which includes 24 different
subsets. Three subsets of GMTKN24 that are concerned with
energies of reaction, namely SIE11 for 11 reactions that are very
sensitive to self-interaction error, DC9 for nine reactions that had
been shown to be very difficult for DFT, and DARC14 for
Diels-Alder reactions, provide especially challenging problems
for approximate density functionals. Here, we study these three

databases along with a database of alkali metal reaction energies
taken from the more recent work of Grimme et al.44 The details
of these databases have been described in the original papers, andwe
give a brief introduction to each of the four databases in section 2.

The four databases contain 40 diverse benchmark reaction
energies, and we calculate results for 20 density functionals of
various types for comparison with this data. In addition, we
compare to previous results for 10 other functionals for a total of
30 functionals to be compared. The first two functionals tested
are range-separated functionals developed by Scuseria and co-
workers, in particular the HSE45-47 and LC-ωPBE48 functionals.
The next seven functionals tested are the seven most recent
meta and hybrid meta functionals (terms that we explain below)
that we developed in Minnesota over the past half dozen
years,9,13,20,36,50-52 in particular, M05-2X,50 M06-L,20 M06-
HF,36 M06,9 M06-2X,9 M08-HX,13 and M08-SO.13 The other
two functionals for which we present detailed results are func-
tionals with empirical dispersion corrections, namely, B97-D53

and ωB97X-D.54 The other functionals included in the present
tests will be introduced in section 4.5.

The next two sections summarize the details of the four
databases and computational methodology, and section 4
presents results and discusses them. Section 5 concludes the
paper.

Received: November 16, 2010
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2. DATABASES

2.1. SIE11. SIE11 is a database of reaction energies for 11 sys-
tems that are especially sensitive to self-interaction error (which
is discussed further below). This database includes the dissocia-
tion energies of five cationic reactions (e.g., He2

þfHeþþHe)
and six neutral reactions (e.g., LiF2 f Li þ F2). The reference
data14 were obtained by coupled cluster theory. All of the refer-
ence data are given in Table 2 along with the DFT results.
2.2. DC9. DC9 is a database of nine reaction energies that

have been shown to be difficult for density functionals. We have
already investigated two cases in our previous studies; in parti-
cular, the energy difference between hepta-1,2,3,5,6-hexaene and
hepta-1,3,5-tryne (C7H4) is in our πIE3 database,19 and the
isomerization energy of the (CH)12 isomers was included in our
paper on medium-range correlation energy.55 The reference data14

for the DC9 database were obtained from experiments and vari-
ous levels of theory, and they are listed in Table 3.
2.3. DARC14. DARC14 is a database of reaction energies for

14 typical Diels-Alder reactions; they are the reactions of buta-
diene, cyclopentadiene, cyclohexadiene, and furan with ethene,
ethyne, maleic anhydride, and maleimide acting as dienophiles.
This database was used by Johnson et al.56 in a study of delo-
calization errors of density functionals. The reference data14 are
based on coupled cluster calculations, and they are tabulated in
Table 4.
2.4. ALK6. ALK6 is a database of six dissociation energies for

alkali metal complexes and clusters. There are three alkali-metal-
cation-benzene complexes (BzMþ), which are of special inter-
est because Grimme et al.44 showed that they are significantly
overbound by the second generation53 of density functionals
with empirical dispersion corrections. The other three data are
dissociation energies of nonplanar alkali metal clusters with eight
atoms that have large dispersion effects. Therefore, ALK6 is a
challenging database for both empirically uncorrected and dis-
persion-corrected density functional methods. The reference
data44 are based on estimated coupled cluster energies, and they
are given in Table 5.

3. COMPUTATIONAL METHODOLOGY

The methods tested here are based on the Kohn-Sham self-
consistent-field (SCF) formulation1 of DFT in which the elec-
tronic energy is approximated as the sum of the noninteracting
kinetic energy calculated from the SCF orbitals, the classical
Coulomb energy calculated from the total electron density F, and
the XC energy calculated from an XC functional (usually just
called the density functional). The density functional can depend
on various quantities. For all functionals considered here, the
density functional depends on the spin-labeled (R and β)
electron densities, FR and Fβ (whose sum is F), and the reduced
density gradients, sR and sβ. Most of the density functionals
considered here also depend on the SCF orbitals, which are
functionals of FR and Fβ. We will at first consider two ways in
which the XC energy can depend on the orbitals: dependence on
the orbital-dependent kinetic energy densities, τR and τβ, and
dependence on the Hartree-Fock exchange integrals computed
from the SCF orbitals. (A third kind of dependence, namely,
nonlocal second-order perturbation terms, is considered in
section 4.5.) Functionals depending on FR, Fβ, sR, sβ, τR, and
τβ are called local; functionals including some Hartree-Fock
exchange are called nonlocal or hybrid. The hybrid functionals
considered in this article can be subdivided into global hybrids, in

which a fixed percentage X of Hartree-Fock exchange is added
to some percentage (usually 100 - X) of local exchange, and
range-separated hybrids, in which X is not fixed but depends on
the interelectronic separation r12 (note that X is defined here
only in the limit of a uniform electron gas). A final distinction we
need to make is that some density functionals are defined to
include an empirical dispersion correction; that is, a post-SCF
molecular-mechanics dispersion term is added to the result of the
SCF calculation. (In density functionals without such a correc-
tion, dispersion-like contributions are present only when there is
overlap of the interacting subsystems, and such effects, like other
effects of dynamical electron correlation, are present in the corre-
lation part of the density functional.) Density functionals includ-
ing empirical dispersion terms have a suffix -D.

The present study compares results from several kinds of
density functionals. The properties of those considered first are
specified in Table 1 by using the distinctions explained in the
previous paragraph. Functionals depending only on Fσ and sσ
(where σ = R, β) are called generalized gradient approximations
(GGAs), and functionals depending only on Fσ, sσ, and τσ are
called meta-GGAs or meta functionals. The table shows that the
initial comparisons include a meta-GGA (M06-L), six global-
hybrid meta-GGAs (the other M0x functionals), three range-
separated functionals, and one GGA. Two of the range-separated
functionals and the GGA contain empirical dispersion correc-
tions. Furthermore, there is a difference in philosophy for the
range-separated functions. In particular, HSE is a so-called
screened functional with Hartree-Fock exchange at small r12
and local exchange at large r12, whereas LC-ωPBE andωB97X-D
are so-called long-range-corrected functionals with Hartree-
Fock exchange at large r12 and local exchange or mainly local
exchange, respectively, at small r12.

The M08-SO functional may also be singled out for special
attention because it satisfies the second-order gradient expan-
sion57 (i.e., it is correct through second order in sσ) in both
exchange and correlation; the former is a constraint avoided
in most constraint-based density functionals because, prior to
M08-SO, it was not possible to make a functional that satisfied
this constraint and was highly accurate for bond energies. The
TPSS58 and TPSSh59 functionals (a meta-GGA and a global-
hybrid meta-GGA, respectively) are also correct through second
order in both exchange and correlation. Therefore, we have inclu-
ded both TPSS and TPSSh in our comparison. Because M08-SO
and TPSSh are built from the same ingredients (they are both

Table 1. Density Functionals

name year ref meta? hybrid? X -D?

HSE 2003 45-47 no range-separated 100/0a no

LC-ωPBE 2006 48, 49 no range-separated 0/100a no

M05-2X 2006 50 yes global 56 no

M06-L 2006 20 yes no 0 no

M06-HF 2006 36 yes global 100 no

M06 2008 9 yes global 27 no

M06-2X 2008 9 yes global 54 no

M08-HX 2008 13 yes global 52.23 no

M08-SO 2008 13 yes global 56.79 no

B97-D 2006 53 no no 0 yes

ωB97X-D 2008 54 no range-separated 22.2036/100a yes
aThe value before the slash is X for r12f0, and the value after the
slash is the value of X for r12f¥.
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global-hybrid meta-GGAs) and both are correct to second order
in both exchange and correlation, the comparison of their per-
formance will be especially interesting.

In the present study, we focus on testing against the four data-
bases described in the previous section. None of these functionals
has been tested against the four databases in previous studies
except that the performance of B97-D for ALK6 has been given in
a previous study.44

The geometries for the molecules in the various databases
were taken from previous work where they were optimized at dif-
ferent levels of theory. Details are given in previous papers.19,20,22

All of the calculations in the present work employed the def2-
QZVP basis set60,61 with theGaussian 09 program62 and a locally
modified Gaussian 03 program.63

4. RESULTS AND DISCUSSION

In this section, we will present the results for the four data-
bases, and we will gauge the quality of the tested density func-
tionals by mean unsigned errors (MUEs), which are the mean
absolute deviations of calculated values from database reference
values, and by mean signed errors (MSEs, same as mean devia-
tions), which are used to detect systematic deviations.
4.1. Performance for Self-Interaction-Error Database.

Most density functionals suffer from self-interaction error to at
least some extent, although it is possible (e.g., by using kinetic
energy density18,64 or bymaking the Perdew-Zunger self-interaction
correction)65 to eliminate one-electron self-interaction error for

systems with an integer number of electrons. Recently, Cohen
et al.66 investigated self-interaction error by using simplified
model systems, and they concluded that the error can be traced
to the delocalization error (due to fractional charges, such as in
the dissociated H2

þ system) and static correlation error (due to
fractional spins, such as in the dissociated H2 system). Note,
however, that approximate density functionals sometimes benefit
in an indirect way from self-interaction error; for example, for
transition metal systems with high multireference67 character,
local functionals having larger self-interaction errors often per-
form better than the Hartree-Fock theory, which has no self-
interaction error, at least for physical systems, and hybrid func-
tionals that have reduced self-interaction error. Handy and
Cohen68 concluded that local exchange functionals contain left-
right correlation energies associated to some extent with the
same properties that lead to self-interaction error. From a prac-
tical point of view, one can try to control these effects and hope to
achieve useful accuracy for multireference systems. Tests against
the SIE11 database provide a measure of whether such hopes are
realized. The performance for the SIE11 database is given in
Table 2.
The isomerization energy of ClFCl to ClClF is a difficult case,

and—of the 11 functionals in Table 2—only LC-ωPBE predicts
the correct sign of the reaction energy in this case.
The other 10 reactions are dissociation reactions. All tested

functionals give large errors for the dissociation energies of
NaOMg and FLiF. Furthermore, Table 2 shows that all tested

Table 2. Performance of Density Functionals for the Reaction Energies of the SIE11 Database (kcal/mol)

reaction reference M08 -HX M06 -HF M08 -SO LC -ωPBE M06 -2X M05-2X ωB97X-D M06 HSE M06-L B97-D

He2
þ f He þ Heþ 57.4 62.3 59.5 64.5 71.3 65.6 64.9 71.2 70.6 70.0 71.6 78.4

(NH3)2
þ f NH3 þ NH3þ 35.3 38.5 38.9 38.1 38.3 39.1 40.1 41.5 38.7 41.6 41.2 46.4

(H2O)2
þ f H2O þ H2O

þ 37.3 43.7 39.6 44.8 44.5 44.3 43.9 47.3 46.2 48.4 51.2 55.0

C4H10
þ f C2H5 þ C2H5

þ 35.3 37.1 39.8 36.2 35.3 37.9 39.5 38.8 38.9 38.7 39.4 41.2

(CH3)2CO
þ f CH3 þ CH3CO

þ 22.6 24.3 25.8 25.6 27.0 25.9 27.9 28.7 24.4 29.8 26.2 25.9

ClFCl f ClClF -1.0 0.8 0.2 5.3 -0.1 4.6 2.5 5.4 7.3 10.8 19.1 16.9

C2H4 3 3 3 F2f C2H4 þ F2 1.1 1.0 0.6 0.8 0.2 0.8 0.9 0.6 0.6 1.2 1.2 2.7

C6H6 3 3 3 Li f Li þ C6H6 9.5 8.0 8.5 8.2 8.2 8.5 11.2 3.6 5.2 5.2 5.8 12.6

NH3 3 3 3ClF f NH3 þ ClF 10.5 10.3 11.0 9.8 9.8 10.4 11.4 11.2 11.9 13.9 13.5 14.4

NaOMgf MgO þ Na 69.6 79.5 84.1 78.0 82.3 83.2 82.9 79.6 77.3 74.2 83.0 71.6

FLiF f Li þ F2 94.4 106.1 84.2 108.6 103.5 107.2 112.5 109.0 120.7 115.9 128.1 128.7

MSE 3.6 1.8 4.4 4.4 5.1 6.0 5.9 6.4 7.1 9.9 11.1

MUE 3.9 3.9 4.8 4.9 5.3 6.0 7.1 7.2 7.9 10.5 11.1

Table 3. Performance of Density Functionals for the Reaction Energies of the DC9 Database (kcal/mol)

reaction reference ωB97X-D M08-SO M08-HX M06-2X M05-2X M06 M06-HF HSE LC-ωPBE M06-L B97-D

2-pyridone f2-hydroxypyride -1.0 0.4 -1.5 -1.0 -1.7 -1.7 0.5 -3.4 0.2 0.3 1.8 2.1

(C20)case f (C20)bowl -13.3 -18.7 -25.6 -29.1 -31.4 -31.0 -19.7 -45.0 -8.5 -6.4 -22.2 -29.4

hepta-1,2,3,5,6-hexaene f hepta-1,3,5-triyne -14.3 -12.0 -13.1 -12.4 -13.5 -12.1 -11.7 -16.0 -6.6 -17.0 -5.8 -1.9

2 tetramethylethene f octamethylcyclobutane -19.2 -18.8 -18.8 -17.3 -16.6 -16.1 -14.3 -20.7 -7.6 -16.6 -10.6 -10.8

(CH)12 f isomerization -19.5 -23.7 -26.3 -24.9 -22.2 -20.9 -23.9 -19.4 -26.6 -51.4 -19.5 2.8

isomerization of carbo-[3]-oxocarbon -26.9 -12.5 -7.5 -9.8 -10.5 -11.7 -6.0 -18.9 -4.9 1.3 -1.3 -16.5

N2CH2 þ C3H4 f (CH2)3N2 -38.1 -38.3 -37.5 -37.6 -37.1 -39.0 -31.0 -43.2 -38.6 -45.8 -27.8 -24.1

4Be f Be4 -88.4 -91.4 -86.8 -86.5 -96.7 -94.0 -103.9 -71.7 -113.5 -98.2 -121.3 -98.5

4S2 f S8 -101.0 -93.3 -98.4 -95.1 -99.9 -92.4 -105.7 -107.5 -96.2 -92.0 -95.1 -71.4

MSE 1.5 0.7 0.9 -0.9 0.3 0.7 -2.7 2.1 -0.5 2.2 8.2

MUE 4.3 5.0 5.6 5.7 6.2 7.5 8.2 9.4 11.1 11.5 14.0
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functionals give positive MSEs, which means that they tend to
overestimate the dissociation energies in the SIE11 database. The
best performers in Table 2 are M08-HX and M06-HF, whereas
the worst performers are M06-L and B97-D. The latter is not
surprising because both M06-L and B97-D are local functionals
(they have X = 0 in Table 1). As shown in Table 2, the two long-
range corrected density functionals (LC-ωPBE and ωB97X-D),
which both have full Hartree-Fock exchange at long-range,
perform better than the screenedHSE functional, which does not
have Hartree-Fock exchange at long-range. And yet, despite
having full Hartree-Fock exchange at long-range, ωB97X-D
does not perform as well as five of the hybrid-meta GGAs, and
LC-ωPBE does not perform as well as three of them.
4.2. Performance for the DC9 Database. The first case in

DC9 is the energy of tautomerization of 2-pyridone to 2-hydro-
xypyridine, which has been shown65 to be a difficult case for
many popular density functionals, which cannot predict the
correct sign of the tautomeric energy. Six of the density func-
tionals in Table 3 predict the incorrect sign of this tautomeric
energy. The long-range corrections (LC-ωPBE and ωB97X-D)
and empirical dispersion corrections (as inωB97X-D and B97-D)
do not solve the problem. Only when the functionals have a high-
percentage of Hartree-Fock exchange, as in M05-2X, M06--2X,
M06-HF,M08-HX, andM08-SO, can they predict the correct sign
of the tautomerization energy of 2-pyridone. This is in agreement
with the finding of Piacenza andGrimme69 that only BHandHLYP
(which has 50% HF exchange) gives the correct sign, whereas
B3LYP (X = 20), PBE (X = 0), and BP86 (X = 0) predict the
wrong sign.
The second system in Table 3 is the isomerization energy of

C20, and it is a difficult case for our M0x functionals, and most of
the M0x functionals give large errors for this case. HSE and
ωB97X-D give the best results for this reaction.
The third case is one of the cases in our πIE3 database,19 and

the fourth case is the reaction energy of the pericyclic addition
reaction of two tetramethylethene molecules to form a octa-
methylcyclobutane molecule. Most of the functionals in Table 3
predict both of these reaction energies within 5 kcal/mol with the
exceptions being the two local functionals (M06-L and B97-D)
and the screened HSE functional, which is local at large r12.

The fifth datum in Table 3 is the isomerization energy of
(CH)12 isomers, which have been shown by Schreiner et al.70 and
us55 to be a difficult case for many popular density functionals. In
the tests of Table 3, only LC-ωPBE and B97-D give large errors
for this case.
The sixth case of DC9 is a very challenging isomerization of

carbo-[3]-oxocabon from a monocyclic isomer, which is the ring
carbo-mer of the neutral oxidized form of dihydroxycycloprope-
none, to a tetracyclic isomer, which is the trioxo derivative of
tricyclopropabenzene. This isomerization was first reported by
Lepetit et al.71 Most of the tested functionals give large errors for
this case, and the best performer is M06-HF, which gives an error
of 8 kcal/mol.
The seventh datum of DC9 is the reaction energy for the 1,3-

dipolar cycloaddition between ethylene and diazomethane, and
this is a less demanding case for the tested functionals. Only the
local M06-L and B97-D give large errors for this case.
The eighth and ninth cases in Table 3 are polycondensation

reactions, first of four Be atoms to form Be4 and then of four S2
molecules to form an S8 molecule. For Be4, the M08-HX and
M08-SO density functionals give the best agreement with the
reference data, whereas M06-L overestimates the exothermicity
by a largemargin. For S8, theM06-2X density functional gives the
best prediction, and B97-D severely underestimates the associa-
tion energy.
Overall,ωB97X-D andM08-SO give the best performance for

the DC9 database, whereas M06-L and B97-D are the worst
performers.
4.3. Performance for Diels-Alder Reaction Energies.

Johnson et al.56 employed the DARC14 database to illustrate
the delocalization errors in DFT. They concluded that the DFT
errors arise primarily from the overstabilization of the conjugated
reactants relative to the unconjugated products. They also
showed that M05-2X (among the 12 functionals tested in their
paper) gives the best performance for Diels-Alder reactions.
This is consistent with the results in Table 3, where M08-SO
(which was not included in their analysis) and M05-2X give the
best performance. The slight difference between our MUE for
M05-2X and that of Johnson et al.56 is due to the different basis
sets employed.

Table 4. Performance of Density Functionals for the Reaction Energies of DARC14 Database (kcal/mol)

reactions reference M08-SO M05-2X M06-HF M08-HX ωB97X-D M06-2X HSE M06 LC-ωPBE M06-L B97-D

ethene þ butadiene -43.8 -46.1 -46.7 -45.4 -46.8 -47.5 -45.8 -47.6 -44.2 -55.3 -41.7 -33.8

ethyne þ butadiene -59.3 -61.7 -63.5 -60.7 -62.6 -64.4 -61.0 -66.6 -58.5 -71.3 -58.7 -51.1

ethene þ cyclopentadiene -30.0 -29.7 -29.1 -30.4 -29.5 -29.3 -28.1 -29.1 -27.2 -36.7 -23.7 -17.5

ethyne þ cyclopentadiene -33.1 -33.4 -33.1 -33.6 -33.0 -33.4 -30.9 -35.2 -29.0 -40.3 -28.1 -22.5

ethene þ cyclohexadiene -36.5 -37.8 -38.0 -38.9 -37.8 -37.3 -36.2 -36.8 -34.4 -44.7 -30.8 -25.7

ethyne þ cyclohexadiene -48.2 -49.3 -50.5 -51.0 -49.4 -49.3 -47.1 -51.1 -43.9 -56.2 -43.0 -38.1

furan þ maleic anhydride (endoproduct) -14.4 -12.3 -12.0 -14.6 -11.1 -11.3 -10.3 -8.9 -7.4 -17.7 -2.5 0.9

furan þ maleic anhydride (exoproduct) -16.2 -13.8 -13.9 -16.3 -12.8 -13.1 -12.2 -11.1 -9.6 -19.8 -4.1 -0.7

furan þ maleimide (endoproduct) -17.2 -14.9 -14.9 -17.4 -13.9 -14.2 -13.1 -11.7 -10.1 -20.1 -5.4 -2.1

furan þ maleimide (exoproduct) -19.2 -16.6 -17.0 -19.3 -15.8 -16.1 -15.2 -14.2 -12.5 -22.4 -7.2 -4.0

cyclopentadiene þ maleic anhydride (endoproduct) -31.6 -30.9 -31.0 -35.2 -30.5 -30.6 -29.4 -27.4 -26.6 -37.1 -21.5 -17.9

cyclopentadiene þ maleic anhydride (exoproduct) -32.1 -31.3 -31.4 -35.5 -30.9 -31.1 -29.9 -28.2 -27.2 -37.8 -22.2 -18.8

cyclopentadiene þ maleimide (endoproduct) -34.1 -33.1 -33.4 -37.6 -32.9 -33.1 -31.8 -29.9 -29.0 -39.2 -24.2 -20.7

cyclopentadiene þ maleimide (exoproduct) -34.4 -33.5 -33.8 -37.8 -33.3 -33.6 -32.3 -30.6 -29.5 -39.7 -24.7 -21.5

MSE 0.4 0.1 -1.7 0.7 0.4 1.9 1.5 4.3 -6.3 8.0 12.6

MUEc 1.5 1.7 1.7 2.0 2.0 2.4 3.9 4.4 6.3 8.0 12.6
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4.4. Performance for the ALK6 Database. Grimme et al.44

have shown that some density functionals with empirical disper-
sion corrections significantly overbind alkali-metal-cation-
benzene complexes, as seen in the large error of B97-D for the
C6H6 3 3 3 Li

þ complex (Table 5). Table 5 shows that M06-HF
also severely overbinds these complexes, and M06-L strongly
overestimates the dissociation energies of the alkali metal clus-
ters: M8fM2 (M=Na, K). Among the tested functionals, M06-
2X, LC-ωPBE, and M05-2X give good performance for both
kinds of data, and they have small MUEs (less than 2 kcal/mol)
for the ALK6 database. The ωB97X-D density functional also
gives a small MUE of 2.1 kcal/mol, which is less than the MUEs
of the other dispersion-corrected methods.
4.5. Overall Performance. To keep the discussion to a

reasonable length while still illustrating in detail the variation
in results that can be obtained with various density functionals,
we singled out 11 density functionals for detailed discussion in
sections 4.1-4.4. But we have also made calculations for nine
other density functionals, and in this section, we compare the
mean errors for these functionals to those for the functionals
already discussed and to those for 10 density functionals tested
by Georigk and Grimme.14 This affords a comparison of 30 den-
sity functionals for the four reaction energy databases.
The nine additional density functionals18,59,72-79 for which

we carried out calculations are characterized in Table 6, which
has the same format as Table 1. Eight of these functionals were
selected because, along withM06, M05, andM06-L, they had the
best performance (out of 34 density functionals tested) for the
recent tests43 of density functionals against a broad catalytic ener-
gies database. (Functionals with more than 28% nonlocal ex-
change at all or small interelectronic separations were not inclu-
ded in those tests.)
Finally, our comparisons include 10 of the density functionals

studied by Grimme and co-workers.14,44,53 These consist of four

standard density functionals, BLYP,80,81 B3LYP,82 PBE,83

TPSS,58 and B2PLYP,84 plus each of these functionals with an
empirical dispersion correction. The dispersion term in these
functionals, like that in B97-D, is Grimme’s second generation
version53 (sometimes44 called D2), but an important difference
from B97-D is that the parameters of B97-D were optimized in
the presence of dispersion, but in the five dispersion-corrected
density functionals in Table 7, the parameters were not reopti-
mized when dispersion was added.
B2PLYP deserves a special note because it is considered here

to illustrate the effect of a third way to include a dependence on
the SCF orbitals. In particular, B2PLYP includes a post-SCF term
that depends on the unoccupied orbitals; it has the form of a
second-order perturbation approximation to the dynamical cor-
relation energy, although the first-order term, which does not
vanish unless Hartree-Fock orbitals are used,85 is not included
(note that the Hartree-Fock SCF orbitals and the Kohn-Sham
orbitals are both functionals of the same exact density). Func-
tionals that include nonlocal correlation terms as well as nonlocal
Hartree-Fock exchange are called doubly hybrid. For practical
work, it is important to note that the doubly hybrid B2PLYP and
B2PLYP-D methods have higher cost, steeper dependence of
cost on system size, and greater basis set dependence than the
other density functionals considered in Table 8.
The mean unsigned errors and average mean unsigned errors

of all 30 density functionals of Tables 1, 6, and 7 are given in
Table 8.
For perspective, we review the effects of empirical dispersion

corrections for the performance of the approximate density
functionals by first considering the comparison of the MUEs of
B3LYP to those of B3LYP-D. From Table 8, we can see that

Table 5. Performance of Density Functionals for the Reaction Energies of the ALK6 database (kcal/mol)

reference M06-2X LC-ωPBE M05-2X ωB97X-D HSE M08-SO M08-HX M06 M06-HF B97-D M06-L

C6H6 3 3 3 Li
þ f C6H6 þ Liþ 38.4 41.2 41.3 42.7 38.5 40.3 42.1 43.5 36.1 49.1 47.7 34.6

C6H6 3 3 3Na
þ f C6H6 þ Naþ 25.0 26.3 25.4 27.3 25.2 25.2 27.1 27.9 22.4 31.7 32.1 21.8

C6H6 3 3 3K
þ f C6H6 þ Kþ 19.2 19.7 17.6 20.0 18.7 17.8 20.1 20.5 16.7 22.7 21.3 16.6

Li8 f 4 Li2 83.2 83.0 84.6 83.3 78.3 90.8 86.6 80.8 78.5 77.1 81.1 88.3

Na8 f4 Na2 54.6 54.6 52.1 51.9 51.5 53.8 54.4 51.5 57.2 49.3 45.2 70.0

K8 f4 K2 47.1 49.0 45.8 46.5 43.4 45.3 51.6 48.7 53.8 44.7 32.6 65.8

MSE 1.1 -0.1 0.7 -2.0 1.0 2.4 0.9 -0.5 1.2 -1.3 4.9

MUE 1.1 1.7 1.8 2.1 2.3 2.5 2.8 3.6 5.8 7.4 8.1

Table 6. Additional Density Functionals for Which Calcula-
tions Are Reported Here

name year ref meta? hybrid? X -D?

B3PW91 1993 72 no global 20 no

B98 1998 73 no global 21.98 no

VS98 1998 74 yes no 0 no

PBE0 1999 75, 76 no global 25 no

τ-HCTHh 2002 77 yes global 15 no

TPSSh 2003 59 yes global 10 no

TPSS1KCIS 2005 58, 78 yes global 13 no

B97-3 2005 79 no global 26.93 no

M05 2005 18 yes global 28 no

Table 7. Previously Tested Density Functionals Included in
the Present Comparisons

name year ref meta? hybrid? X -D?

BLYP 1988 80, 81 no no 20 no

B3LYP 1994 82 no global 21.98 no

PBE 1996 83 no no 0 no

TPSS 2003 58 yes no 25 no

B2PLYP 2006 84 no global 53(27)a no

BLYP-D 1988 53 no no 20 yes

B3LYP-D 1994 53 no global 21.98 yes

PBE-D 1996 53 NO no 0 yes

TPSS-D 2003 53 yes no 25 yes

B2PLYP-D 2006 53 no global 53(27)a yes
aThe value in parentheses is the fraction of local correlation energy
that is replaced by a nonlocal second-order perturbation energy term.
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empirical dispersion corrections improve the performance of
B3LYP for the DARC14 and DC9 databases by a large margin
but slightly deteriorate the performance for the SIE11 and ALK6
databases. This trend can also be seen in the other four pairs of
functionals involving the methods of Table 7. Although the empir-
ical dispersion correction does not improve upon the SIE11 and
ALK6 databases, and although the empirical dispersion correc-
tion can lead to unphysical results in some cases, adding a mole-
cular mechanics term does show some improvement in the
performance of density functionals that are not accurate for
medium-range correlation energy.
Next, consider the results for the functionals of Table 6 for the

individual databases in Table 8. The best performance for the
reaction energies sensitive to self-interaction error is obtained
with M05 and PBE0, with MUEs of 6.9 and 7.7 kcal/mol, as
compared to 3.9 kcal/mol for M08-HX and M06-HF. However,
PBE0 andM05 haveMUEs of 10.3 and 10.4 kcal/mol for the DC
difficult cases database. For DC9, the best performance of the
Table 6 density functionals is obtained by B98 with an MUE
of 8.4 kcal/mol, in comparison to 4.3 and 5.0 kcal/mol for the

ωB97X-D andM08-SO density functionals, respectively. For the
Diels-Alder reactions, PBE0 and M05 do the best of the func-
tionals in Table 6, with MUES of 3.6 and 4.4 kcal/mol, as
compared to 1.5-1.7 kcal/mol for M08-SO, M05-2X, and M06-
HF, whereas B98 has an MUE of 8.3 kcal/mol; in fact, the MUE
of B98 is remarkably constant at 8.3-8.4 kcal/mol for SIE11,
DC9, and DARC14.
For the ALK6 reaction energy database, M05 and PBE0 are

again the best of the functionals in Table 6, withMUEs of 1.8 and
2.3 kcal/mol, as compared to 1.1-1.8 kcal/mol forM06-2X, LC-
ωPBE, and M05-2X.
The AMUEs in Table 8 are averages over all four reaction

energy databases, and they show that M08-SO, M08-HX, and
M06-2X give the best overall performance for the reaction ener-
gies considered in this article, with average mean unsigned errors
of 3.7 kcal/mol or less. The comparison of the two global-hybrid
meta GGAs that satisfy second-order constraints (as discussed
above) shows an AMUE of 3.4 kcal/mol for M08-SO and 7.5
kcal/mol for TPSSh.
Casting a wider net and looking at the top nine entries in

Table 8 (as in Tables 2-5, the density functionals are listed in
Table 8 in order of increasing mean unsigned errors), we see that
six Minnesota hybrid meta functionals plus ωB97X-D, B2PLYP-
D, and HSE give the best performance, with average mean
unsigned errors of 5.9 kcal/mol or less.

5. CONCLUSIONS

It is important to validate practical density functional approx-
imations in order to ascertain the reliability of their predictive
capabilities in many areas of chemistry. Here, we have performed
benchmark calculations aimed at testing the M0x functionals
against some recently developed databases of reaction energies
that are challenging for popular density functionals and are out-
side the fitting data of the M0x functionals and most or all other
functionals. We placed a special emphasis on comparing the recent
Minnesota meta and hybrid meta functionals, range-separated
functionals, functionals with empirical dispersion corrections,
functionals that performed well on a recent test for energetic
quantities relevant to catalysis, and global-hybrid meta-GGA
functionals accurate to second order in the gradient expansion.

The examination of these reaction energies has allowed us to
identify some especially problematic cases: (1) In the database of
reaction energies sensitive to self-interaction error, the energy of
isomerization of ClFCl to ClClF is a challenging case. Only LC-
ωPBE predicts the correct sign for it. (2) M08-HX performs the
best for the SIE11 database, but it gives large errors for the
dissociation energies in NaOMg and FLiF. (3) In the DC9 data-
base, the isomerization energy of (C20)cage to (C20)bowl and the
isomerization energy of carbo-[3]-oxocarbon frommonocycle to
tetracycle are difficult cases for theM0x functionals. (4) In the alkali
metal database, M06-HF severely overbinds alkali-metal-cation-
benzene complexes, andM06-L strongly overestimates the dissocia-
tion energies of the alkali metal clusters:M8fM2 (M=Na, K). (5)
Empirical dispersion corrections improve the performance of
approximate density functionals for the DARC14 and DC9
databases by a large margin but slightly deteriorate the perfor-
mance for the SIE11 and ALK6 databases.

The final average mean unsigned error (AMUE) provides an
overall assessment, averaged over the four databases. M08-SO,
M08-HX, M06-2X, ωB97X-D, and M05-2X give the overall
smallest AMUEs.

Table 8. Mean Unsigned Errors for all Four Databases (kcal/
mol)

method DARC14 SIE11 DC9 ALK6 AMUEa

M08-SO 1.5 4.8 5.0 2.5 3.4

M08-HX 2.0 3.9 5.6 2.8 3.6

M06-2X 2.4 5.3 2.7 1.1 3.7

ωB97X-D 2.0 7.1 4.3 2.1 3.9

M05-2X 1.7 6.0 6.2 1.8 3.9

B2PLYP-Db 3.7 4.6 5.5 4.4 4.5

M06-HF 1.7 3.9 8.2 5.8 4.9

M06 4.4 7.2 7.5 3.6 5.7

HSE 3.9 7.9 9.4 2.3 5.9

LC-ωPBE 6.3 4.9 11.1 1.7 6.0

PBE0 3.6 7.7 10.3 2.3 6.0

B2PLYPb 7.8 4.7 7.7 4.2 6.1

M05 5.4 6.9 10.4 1.8 6.1

B3PW91 6.9 7.9 9.7 3.2 6.9

B97-3 8.7 7.3 9.2 3.9 7.3

B98 8.3 8.3 8.4 4.1 7.3

τ-HCTHh 7.8 9.4 8.9 3.3 7.3

TPSSh 8.2 9.2 10.4 2.1 7.5

TPSS-Db 3.7 11.6 8.7 7.2 7.8

PBE-Db 2.8 12.6 9.9 6.8 8.0

TPSS1KCIS 9.8 8.6 11.8 2.8 8.2

PBEb 6.8 12.6 10.8 2.8 8.2

B3LYP-Db 7.6 8.1 9.9 8.2 8.5

TPSSb 11.1 10.7 12.3 2.3 9.1

M06-L 8.0 10.5 11.5 8.1 9.6

B97-D 12.6 11.1 14.0 7.4 11.3

B3LYPb 15.4 7.6 15.1 9.1 11.8

BLYP-Db 14.0 12.2 14.5 9.0 12.4

VS98 6.8 9.3 16.6 24.2 14.2

BLYPb 22.9 11.7 20.3 10.8 16.4
aAverage of MUEs for the DARC14, SIE11, DC9, and ALK6
databases. bResults for these functionals are taken from previous
studies,14,44 and all DFT-D methods are the DFT-D2 versions of
Grimme et al.44,53
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The generally good success of the most recent hybrid meta
density functionals, especially M06-2X, M06-HX, and M08-SO,
is very encouraging, as is the success of the range-separated and
dispersion-corrected ωB97X-D density functional. The hybrid
meta functionals were developed by a combination of satisfying
constraints such as the uniform electron gas limit and the second-
order gradient expansion and by fitting parameters to experi-
mental and high-quality theoretical reference data, and they have
previously been shown to perform well in many cases outside
their training set, including several cases where popular older
functionals fail. The ωB97X-D functional, also optimized by a
parameter-fitting strategy, achieves almost as good performance
in the present tests by a different route, namely, range separation
and empirical dispersion rather than employing kinetic energy
density.
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ABSTRACT: Increasing interest in the computational modeling of actinide compounds creates the need for alternative choices
when in comes to fine tuning the computational methodology in order to best fit the problem at hand. All-electron scalar relativistic
density functional theory can be a useful approach for a variety of actinide systems and would benefit from atomic basis sets geared to
that level of theory. In this paper we present segmented all-electron relativistically contracted (SARC) basis sets for the complete
actinide series 89Ac-103Lr, optimized for use with the popular Douglas-Kroll-Hess to the second order and zeroth-order regular
approximation scalar relativistic Hamiltonians. The quality of the SARC basis sets is assessed in terms of their intrinsic
incompleteness and contraction errors, with respect to total energies, orbital properties, and ionization energies. Calculations on
diatomic Ac and Lr molecules confirm that the valence-space construction results in negligible basis set superposition errors. The
performance of the basis sets is further evaluated for molecular geometries, vibrational frequencies, and bond dissociation energies in
an illustrative study of uranium fluorides UFn (n = 1-6).

1. INTRODUCTION

Research into the chemistry of actinide systems1 witnesses a
steady growth owing to its wide-ranging implications for env-
ironmental safety, power production and contamination recovery.
The challenges of nuclear waste disposal and the management or
reprocessing of spent nuclear fuel require, among others, the
understanding of actinide behavior in aqueous systems and the
development of chemical procedures that will allow the success-
ful elemental separation of mixtures containing different actinide
(and lanthanide) species. Advances in these fields naturally depend
upon detailed and in-depth understanding of the chemical and
physical properties of molecular actinide species. Laboratory
study of actinide systems is often frustrated by problems arising
from the intense radioactivity of most nuclides and the high
toxicity and instability of the complexes as well as the obvious
sourcing limitations. This situation as well as the necessity for a
comprehensive understanding of electronic structure highlights
the importance of theoretical approaches to actinide research, a
field that attracts ever-increasing interest in recent years.2-7

Compared to experimental work, computational actinide
chemistry is confronted with a different but not less daunting
set of challenges. In contrast to the lanthanide 4f orbitals, the 5f
orbitals of the actinides are less core-like, resulting in increased 5f
orbital contribution to bonding and reactivity.8-13Moreover, the
energetic proximity of 5f, 6p, 6d, and 7s orbitals leads to many
close-lying energy levels and a large number of accessible oxi-
dation states, at least for the early members of the series.1

Coupled to this electronic complexity is the significant relativistic
effects14 that define the profile of actinides. Correlation and relati-
vistic effects are both large and typically of the same magni-
tude,15 demanding their simultaneous and theoretically adequate
treatment. Faced with these challenges, computational studies of

actinide species have so far employed with varying success a
variety of methodologies from the arsenal of quantum chemistry,
both in terms of approximate treatments of electron correlation
and in terms of approximations to the Dirac Hamiltonian.16

With regard to the basis sets used in the description of the
actinide elements, effective core potentials (ECPs)17-21 that are
adjusted to reproduce relativistic reference data have proven
successful in enabling a whole range of applications. Owing to the
significant reduction in cost and the convenient inclusion of
relativistic effects, the use of ECPs is now an established practice
for the prediction of several properties, especially for density
functional theory (DFT)22,23 studies of larger molecules. Inher-
ent in this approximation, however, is the reliance on a delicate
balance between the more complete empirical modeling of
relativistic effects achieved through a larger ECP core and the
better modeling of energetics and reactivity achieved through a
larger valence space. Inevitably, this balance can be difficult to
achieve in practice for all possible properties of interest.3,15,24-27

Most importantly, all-electron calculations become an ab-
solute requirement when properties of the inner shells are being
probed, as for example in electron paramagnetic resonance (EPR),
M€ossbauer, or X-ray spectroscopy. X-ray absorption spectrosco-
py (XAS) is a prominent example of particular importance in
actinide chemistry and speciation with applications in the study
of actinide compounds as a sensitive and element-specific probe
of electronic structure.28,29 The pre-edge and edge region (X-ray
absorption near-edge spectroscopy, XANES) arises from core-
electron excitations into the valence and unoccupied levels and
can thus provide information about the oxidation state, the
properties of the frontier orbitals, and the valence structure of
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the actinide absorber.30,31 Another straightforward example that
clearly requires explicit consideration of all electrons is any kind of
topological analysis of electron densities,32-34 where the replacement
of the core electrons by an effective potential may create topological
inconsistencies and artifacts that extend into the bonding region.35

The rich variety of available all-electron basis sets for the top
part of the periodic table contrasts with the more limited choices
available for the bottom part, especially for the actinide elements,
while most of the existing basis sets are designed for either wave
function-based correlation methods or spin-including relativistic
approaches.36-42 In the present paper we are specifically target-
ing a “middle-ground” theoretical level: DFT coupled with one
of the widely available scalar relativistic Hamiltonians, the
Douglas-Kroll-Hess43-47 (DKH2, to second order), or the
zeroth-order regular approximation48-50 (ZORA). An interesting
alternative to these approaches has been implemented in the
PRIRODA code,51 based on a four-component one-electron
scalar relativistic approximation to the full Dirac equation where
all spin-orbit terms are neglected.52 Generally contracted correlation-
consistent basis sets developed by Laikov are used in this approach.53

Two prominent examples of all-electron basis sets constructed
specifically for scalar relativistic Hamiltonians are the Slater-type
ZORA basis sets implemented in the Amsterdam density func-
tional code54,55 and the atomic natural orbital (ANO) basis sets
of Roos et al.,56 designed on the basis of CASPT2 calculations
with the DKH Hamiltonian. The applicability of the Slater basis
sets is unfortunately limited within software that can make
efficient use of Slater-type functions. On the other hand, whereas
the generally contracted atomic natural orbital (ANO) basis sets
are a reliable choice for multiconfigurational correlated ab initio
calculations on small systems, they are cumbersome for DFT
applications onmedium to largemolecules. In that case a segmented
contraction is preferred to reduce the computational cost asso-
ciated with the generation of two-electron integrals in most
general-purpose quantum chemistry codes. A no less significant
consideration is that convergence of DFT-calculated quantities
in terms of polarization space is achieved much faster than in
ab initio correlated calculations,22,57 therefore an extensive high
angular momentum correlation set only adds to the cost of the
calculation and not to the accuracy of the results. A recent
confirmation of this can be found in the ZORA-DFT study of
nuclear electric field gradient (EFG) tensors by Aquino et al.58

In light of the above, it is desirable to have a family of
standardized, compact, and efficient actinide Gaussian basis sets
that are best suited to the requirements of the DFT-DKH2 and
DFT-ZORA levels of theory. Building upon the same approach
that was used in the development of segmented all-electron
relativistically contracted (SARC) basis sets for lanthanides59

and third-row transition metals,60,61 we propose a series of SARC
basis sets to cover the actinide elements. Exponents of the
Gaussian primitives are derived from simple rules and contrac-
tion coefficients are determined separately for the ZORA and
DKH2 schemes, since these two approximations produce differ-
ing shapes for the core orbitals.60 The quality of construction of
the new basis sets is evaluated here for a range of atomic and
molecular properties. All SARC basis sets are part of the freely
available ORCA program package.62

2. RESULTS AND DISCUSSION

2.1. Construction of Basis Sets. As with the corresponding
SARC basis sets for the third-row transition metals60 and the

lanthanides,59 the starting point was the set of innermost radial
expectation values per angular momentum, obtained from atom-
ic ground-state restricted open-shell Hartree-Fock (ROHF)
calculations. The ROHF calculations followed Zerner’s spin-
averaged (SA) formalism,63,64 a variant of the configuration-
averaged approach that averages over all states of a given spin for
a given configuration. Exponents from the universal Gaussian
basis set (UGBS) of de Castro and Jorge65,66 have served well for
constructing large reference basis sets in previous studies, allow-
ing us to obtain benchmark results that approximate the basis set
limit of the employed methods. In order to ensure saturation of
the one-electron reference space, we used here an extended range
of UGBS primitive Gaussians that goes significantly beyond the
original definition for the actinides. In the following, “UGBS”will
refer to this extended uncontracted (34s25p21d17f) form that
yields 333 basis functions per actinide atom.
The actinide atomic configurations and corresponding states

that were employed are the following: Ac (d1s2, 2D), Th (d2s2, 3F),
Pa (f2d1s2, 4K), U (f3d1s2, 5L), Np (f4d1s2, 6L), Pu (f6s2, 7F),
Am (f7s2, 8S), Cm (f7d1s2, 9D), Bk (f9s2, 6H), Cf (f10s2, 5I), Es
(f11s2, 4I), Fm (f12s2, 3H), Md (f13s2, 2F), No (f14s2, 1S), and Lr
(f14d1s2, 2D). As seen from the orbital occupations, electrons in
6d orbitals are lower in energy than those in 5f orbitals early in
the series. The 5f orbitals begin to be occupied at protactinium,
and the 6d orbitals are not occupied again in the second half of
the series. This relates to the well-known distinction between the
“transition-metal-like” early actinides and the “lanthanide-like”
late actinides.
The individual steps of the procedure for the construction of

basis sets have been described in detail previously,59,60 so here we
draw attention to the different parameter choices that were found
to be more suitable for the actinides. Point nuclei are used
throughout this work. Radial expectation values Ærlæ for the first s,
p, d, and f orbitals obtained from the reference SA-ROHF/UGBS
calculations (Table 1) were used for deriving the exponents Rl of
the tightest s, p, d, and f functions according to Rl = 2klfl

2/πÆrlæ2,
where fl = 1, 4/3, 8/5, and 64/35 (l = s, p, d, f) and kl is a scaling
factor adjusted to 25 000, 2500, 500, and 250 for s, p, d and
f functions, respectively. This leads to the generator exponents
listed in Table 2. Extensive testing in atomic calculations showed

Table 1. Radial Expectation Values of Innermost Orbitals
(in Bohr) Determined from Spin-Averaged ROHF
Calculations

Ærsæ Ærpæ Ærdæ Ærfæ

Ac 0.016994 0.060121 0.146637 0.371265

Th 0.016804 0.059413 0.144672 0.363124

Pa 0.016618 0.058720 0.142757 0.355433

U 0.016436 0.058044 0.140893 0.348091

Np 0.016258 0.057382 0.139076 0.341087

Pu 0.016084 0.056735 0.137304 0.334403

Am 0.015914 0.056103 0.135578 0.327988

Cm 0.015747 0.055485 0.133894 0.321830

Bk 0.015583 0.054880 0.132251 0.315984

Cf 0.015423 0.054288 0.130647 0.310431

Es 0.015266 0.053709 0.129082 0.305040

Fm 0.015112 0.053142 0.127553 0.299853

Md 0.014962 0.052586 0.126060 0.294860

No 0.014814 0.052042 0.124602 0.289846

Lr 0.014669 0.051510 0.123177 0.285174
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that these exponents are sufficiently steep to capture the essential
effects of the ZORA and DKH2 scalar relativistic Hamiltonians
without introducing numerical instabilities that are often en-
countered when extremely tight functions are employed with a
point-nucleus model.41 It should be noted that the use of finite
nuclei typically requires more and steeper functions to properly
describe the inner core region than those employed in the present
basis sets, and thus a different set of exponents would need to be
generated for this model. Finite nuclear volume effects are known
to affect properties that depend strongly on the inner core
electronic structure, such as indirect nuclear NMR nuclear spin-
spin couplings67 or hyperfine coupling constants.68 An evalua-
tion of nuclear volume effects for the f-block elements will be
performed separately, along with a determination of the neces-
sary SARC basis set adaptations.
Subsequently, primitive Gaussian-type functions were ob-

tained from the series Rlx
-i (i = 1, 2, ...), where the adjustable

parameter x dictates the spacing and thus the overall number of
the primitives. To strike a balance between the size of the final
basis set, the quality of the atomic description, the efficiency of
the observed convergence behavior, and the optimal values of
x were determined to be 2.20, 2.40, 2.50, and 2.60 for l = s, p, d
and f, respectively. Test calculations showed that it is adequate to
terminate the series using cutoffs of 0.02 for s functions, 0.08 for
p and d functions, and 0.2 for f functions.
The resulting uncontracted basis sets have the form (29s20p-

16d12f) comprising 253 primitives in total. In the last step the
innermost 9s, 8p, 7d, and 6f primitives were contracted to create
the final basis sets with a [21s13p10d7f] pattern and 159 func-
tions. In terms of size this is at most half as that of uncontracted
ANO basis sets56 and thus is deemed more appropriate for
routine all-electron DFT calculations. Contraction coefficients
were optimized separately for the DKH2 and ZORA scalar
relativistic Hamiltonians to better fit the differential effects pro-
duced by each approximation. Finally, scaling the average of the
two most diffuse f exponents by 3.75 generated a set of optional
single g polarization functions. In molecular calculations employ-
ing the DKH2 or ZORA Hamiltonians these actinide basis sets
would be best combined with the respective SARC basis sets for
the third-row transition metals60 and the lanthanides59 or the
relativistically recontracted variants of the Karlsruhe basis sets69

for lighter elements,60 all of which are part of the ORCA basis set
library.62 Complete listings of the presently derived SARC basis
sets in input format are provided in the Supporting Information.
2.2. Evaluation of Basis Sets. Given the stated goal of con-

structing reasonably small basis sets, the evaluation of the SARC
basis sets for the actinides proposed in this paper must first
address the errors in total energies resulting from the restricted
number of basis functions and from contraction of the innermost
primitive Gaussians. In Table 3 we compare SAHF-DKH2 total
electronic energies obtained with the [21s13p10d7f] SARC basis
sets to those obtained with the uncontracted UGBS, the latter
assumed to be a good approximation to the basis set limit. The
energy difference, which can be taken as a numerical estimate of
the incompleteness error, rises as we traverse the actinide series
from 1.01 Eh for actinium to 2.26 Eh for lawrencium. These values
are quite satisfying considering the significant reduction in size
from the UGBS to the SARC basis sets. In fact, these incomple-
teness errors are even smaller than those obtained for the
corresponding lanthanide SARC basis sets, which ranged from
1.07 Eh for lanthanum up to 3.98 Eh for lutetium.59

Part of the incompleteness error results from the contraction
of the SARC basis sets. To quantify the contraction error addi-
tional calculations were performed with the fully uncontracted
(29s20p16d12f) SARC basis sets. The energy difference between
contracted and uncontracted forms ranges from 0.042 Eh to
0.096 Eh, which again compares favorably with the contraction
errors of the lanthanide basis sets, 0.033 Eh for lanthanum to
0.074 Eh for lutetium. Thus, the contraction error of the actinide
SARC basis sets represents roughly a constant 4% of their total
incompleteness error, suggesting that the proposed contraction
pattern is a reasonable compromise between flexibility, size, and
accuracy of the basis set.
As an additional evaluation metric, the energies and the radial

expectation values for the orbitals of the valence region are found
to either coincide or differ insignificantly between the UGBS and
SARC basis sets. Specifically, the energies of occupied 6d and 7s
orbitals are practically identical, while the energies of the 5f
orbitals obtained by SARC tend to be slightly stabilized com-
pared to the UGBS values, by 0.05 eV on average. As anticipated,

Table 2. Maximum Exponents per Angular Momentum (in
Bohr-2) Used for the Construction of the SARC Basis Sets

Rs Rp Rd Rf

Ac 55109808.74124 782789.90010 37896.83656 3860.78816

Th 56363088.88972 801557.42322 38933.29154 4035.84133

Pa 57631858.17253 820588.66007 39984.83121 4212.38926

U 58915269.20406 839813.66697 41049.82023 4391.96026

Np 60212393.78258 859302.83100 42129.44229 4574.18427

Pu 61522220.62253 879013.38137 43223.87650 4758.86803

Am 62843653.32611 898929.09050 44331.42040 4946.84248

Cm 64183659.71229 919065.41601 45453.55550 5137.96262

Bk 65541743.54208 939440.76053 46590.64590 5327.84571

Cf 66908672.67154 960041.30864 47740.96677 5522.22151

Es 68291966.01786 980851.97769 48905.61460 5719.13577

Fm 69690927.07217 1001894.08989 50085.12219 5918.71181

Md 71095290.12593 1023192.45899 51278.52058 6120.85750

No 72522948.25117 1044695.31751 52485.58789 6334.45665

Lr 73963782.78321 1066386.17254 53706.99426 6543.71139

Table 3. Estimated Incompleteness Errors (Eh) from
Comparison of the UGBS and SARC Basis Sets, Obtained
from Spin-Averaged ROHF Calculations with the DKH2
Hamiltonian

UGBS (333 functions) SARC (159 functions) ΔE

Ac -25678.01500 -25677.00385 1.011

Th -26420.77386 -26419.69307 1.081

Pa -27177.98097 -27176.83141 1.150

U -27950.04069 -27948.81676 1.224

Np -28737.17789 -28735.87599 1.302

Pu -29539.63524 -29538.25221 1.383

Am -30357.79074 -30356.32206 1.469

Cm -31191.86262 -31190.30413 1.558

Bk -32041.77325 -32040.12197 1.651

Cf -32908.42477 -32906.67684 1.748

Es -33791.95896 -33790.11137 1.848

Fm -34692.72632 -34690.77658 1.950

Md -35611.09371 -35609.03970 2.054

No -36547.44572 -36545.28681 2.159

Lr -37501.95189 -37499.68810 2.264
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the maximum 5f energy difference between SARC and UGBS is
observed for the heaviest actinide, lawrencium, at -0.13 eV.
Larger deviations are observed for the shells with main quantum
number less than five. Differences from UGBS orbital energies
reach their maximum at the chemically inert 1s orbital, which is
thus identified as a principal source of the incompleteness error
in the SARC basis sets. As an illustrative example of the above, a
detailed picture of the differences in predicted orbital energies
and radial expectation values between UGBS and SARC is pro-
vided in Table 4 for the case of plutonium. In terms of practical
use, it is encouraging that the radial expectation values practically
coincide all the way down to the core region, since this implies
that the decreased size of SARC compared to UGBS does not
compromise the reproduction of scalar relativistic effects in the
core region.
2.3. Ionization Energies. In contrast to the lanthanides,

practically no experimental data exists for the ionization energies
of the actinides beyond the first ionization energy (IE1). From
the point of view of quantum chemistry, the prediction of reliable
actinide IEs is far from trivial, since it requires the simultaneous
high-level treatment of electron correlation and relativity. It is not
our intention here to offer a recipe for the accurate prediction of
actinide ionization energies. Rather, our priority is to verify the
balanced construction and contraction of the SARC basis sets,
which can be inferred by the absence of bias and of systematic
errors compared with the large UGBS reference.
For this purpose we have calculated the first four ionization

energies of the actinides using the SAHF-DKH2 approach with
both basis sets. The first electron is removed from the 6d orbital
in Ac, Pa, U, Cm and Lr, and from the 7s orbital in the other
elements. The second ionization results in f-only configurations
for the cations U2þ to No2þ, with a single electron occupying the
7s orbital in Ac2þ, Th2þ, Pa2þ, and Lr2þ. Formation of the M3þ

cations leads to a closed radon shell for Ac3þ and to 5f electronic
configurations ranging from 5f1 (Th3þ) to 5f14 (Lr3þ). Finally,
the fourth ionization involves removal of a 5f electron in all cases,

with the obvious exception of Ac3þ that looses a 6p electron from
the radon core. The results, collected in Table 5, show negligible
differences between the UGBS and SARC values. Specifically, for
IE1 and IE2 the mean average deviation is close to zero. It is only
for the third and fourth ionization energies that the deviations
rise slightly, to 0.03 and 0.04 eV, respectively. Importantly, these
deviations between SARC andUGBS are consistent for each step
in the ionization process and entirely systematic across the whole
series. No pathological cases can be identified. We note that the
ZORA Hamiltonian produces identical average deviations be-
tween SARC and UGBS. Therefore, we conclude that regardless
of the scalar relativistic Hamiltonian employed, the SARC basis
sets are unlikely to become the accuracy-limiting factor inmolecular
applications involving changes in actinide oxidation states.
In terms of absolute numerical values, the uncorrelated SAHF

ionization energies reported in Table 5 are obviously not to be
compared with experiment or high-level calculations. They only
serve as a reliable and unambiguous internal consistency check.
As mentioned above, accurate prediction of ionization energies
requires an adequate treatment of differential electron correla-
tion effects, while spin-orbit coupling must additionally be
taken into account especially for the third and fourth ionization
processes. DFT within a scalar relativistic framework is arguably
not the best-suited approach for this problem, given the com-
pounded shortcomings of the assumed functional form, the
single-determinant Kohn-Sham formulation, and the neglect
of spin-dependent relativistic corrections. Nevertheless, simply
to demonstrate how even an approximate DFT treatment greatly
improves the predicted ionization energies, in Table 6 we com-
pare B3LYP/SARC-DKH2 results with high-quality theoretically
predicted values70 as well as with available experimental data on
IE1. The ab initio reference values were obtained from multi-
reference averaged coupled-pair functional (CASSCF/ACPF)
small-core pseudopotential (PP) calculations employing large
uncontracted valence basis sets, extrapolated to the basis set limit
and corrected for spin-orbit interaction and estimated PP-related

Table 4. SAHF-DKH2 Orbital Energies (Eh) and Radial
Expectation Values (Bohr) for Plutonium: Comparison
between UGBS and SARC Basis Sets

UGBS SARC

E Æræ E Æræ ΔE ΔÆræ

1s -4488.462 0.012 -4488.374 0.012 0.087 0.000

2s -854.015 0.054 -854.051 0.054 -0.036 0.000

2p -711.675 0.051 -711.738 0.051 -0.063 0.000

3s -220.340 0.142 -220.398 0.142 -0.058 0.000

3p -180.303 0.146 -180.354 0.147 -0.051 0.000

3d -143.568 0.135 -143.624 0.135 -0.056 0.000

4s -58.500 0.309 -58.546 0.309 -0.046 0.000

4p -45.153 0.331 -45.180 0.332 -0.027 0.000

4d -31.074 0.345 -31.098 0.345 -0.024 0.000

4f -16.615 0.340 -16.650 0.340 -0.036 0.000

5s -13.572 0.645 -13.584 0.645 -0.012 0.000

5p -9.283 0.721 -9.284 0.721 -0.002 0.000

5d -4.448 0.848 -4.447 0.849 0.001 0.001

6s -2.152 1.450 -2.155 1.449 -0.003 -0.001

6p -1.035 1.784 -1.034 1.785 0.001 0.000

7s -0.186 4.513 -0.186 4.509 0.000 -0.004

5f -0.340 1.347 -0.341 1.348 -0.001 0.001

Table 5. Comparison of UGBS and SARC Basis Sets for the
First Four Ionization Energies (eV) of the Actinidesa

SARC UGBS

IE1 IE2 IE3 IE4 IE1 IE2 IE3 IE4

Ac 4.27 10.53 16.59 46.07 4.24 10.52 16.58 46.08

Th 4.59 12.37 16.96 26.60 4.56 12.43 16.95 26.56

Pa 5.49 9.92 18.35 28.60 5.47 9.92 18.33 28.56

U 5.88 11.55 17.21 30.51 5.87 11.56 17.17 30.47

Np 3.11 13.77 18.61 32.34 3.08 13.79 18.58 32.30

Pu 2.39 13.06 19.98 34.12 2.39 13.05 19.95 34.08

Am 1.97 13.67 21.32 35.86 1.97 13.66 21.29 35.82

Cm 7.48 13.67 16.83 37.56 7.47 13.67 16.80 37.52

Bk 2.67 13.44 18.26 32.86 2.67 13.43 18.24 32.82

Cf 3.05 13.29 19.65 34.61 3.04 13.28 19.62 34.57

Es 3.44 13.11 20.99 36.31 3.44 13.10 20.96 36.27

Fm 3.86 12.91 22.30 37.98 3.86 12.89 22.27 37.94

Md 4.31 12.67 23.59 39.61 4.30 12.66 23.56 39.57

No 5.42 11.77 24.86 41.22 5.42 11.76 24.82 41.18

Lr 3.56 13.04 20.53 42.80 3.55 13.03 20.51 42.75

MAD 0.01 0.00 0.03 0.04
aResults of SAHF Calculations with the DKH2 Hamiltonian.
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errors. Thus, they represent one of the currently most reliable
sets of theoretical predictions, going beyond what can be
expected from the rather rudimentary B3LYP-DKH2 approach.
B3LYP values are in reasonable agreement with the ACPF

reference for IE1 and IE2, within 0.07 and 0.25 eV on average,
respectively. Larger differences are observed for the third and
fourth ionization energies, where a distinction can bemade between
the first and second half of the actinide series: for both IE3 and
IE4 the highest deviations, often exceeding 1 eV, are witnessed for
elements in the second half of the series. In these cases B3LYP
systematically overestimates the ionization energy compared to
the ACPF reference. With respect to available IE1 experimental
estimates the B3LYP values yield an average deviation of 0.18 eV.
In view of the inherent limitations of the present DFT scalar
relativistic approach, the above results can be regarded as ade-
quate considering the intended realm of molecular applications;
the interested reader is referred to the literature for examples of
more rigorous theoretical approaches to the prediction of actinide
ionization energies.20,70-72

2.4. Basis Set Superposition Errors. A critical factor that
impacts on the accuracy of computational studies of molecular
complexes is the error introduced by the incompleteness of the
atomic basis sets in the valence region. This results in the well-
known basis set superposition error (BSSE) and its typical
manifestation is the artificial stabilization of a two-fragment sys-
tem through themutual compensation of each fragment’s incom-
plete valence space by valence basis functions of the other. The
BSSE can be magnified when a heavy and a light atom are
adjacent, since the potential for overlap between a relatively big
and a relatively small basis set amplifies the effect of basis set
imbalance. Boys and Bernardi have proposed the counterpoise
correction method (CPC) in order to obtain results that are
approximately free of the superposition error,73 and this is the
method we use here to quantify the extent of the BSSE associated
with the SARC basis sets. For this purpose we have performed
calculations with the DKH2 Hamiltonian and the PBE0 hybrid
functional74,75 on a set of diatomic actinide molecules consisting
of one terminal element of the actinide series, Ac or Lr, and one

of the light atoms H, O, and F. The DKH2-recontracted versions
of the def2-TZVP basis sets were used for the nonactinide
elements.60 Note that the hydrides are particularly sensitive to
BSSE since they involve a combination of elements that are at
diametrically opposite positions of the periodic table.
The optimized bond lengths (Table 7) display the expected

contraction on passing from the lightest to the heaviest actinide.
The extent of the contraction is different for each class of com-
pound, being largest for the monohydrides and smallest for the
monoxides. This has been pointed out previously for both the
lanthanides76 and the actinides,77 and results from the fact that
bonds with large force constants undergo smaller contractions
along the series.77 It is worth noting that inclusion of spin-orbit
effects in addition to scalar relativity has been shown to slightly
shorten the predicted bond lengths.77 For our purposes, the most
important conclusion drawn from the comparison of the com-
puted bond lengths for each dimer with and without counter-
poise corrections is that the impact of BSSE on bond lengths
never exceeds 0.001 Å. Equally small is the BSSE error in pre-
dicted dissociation energies, where the uncorrected values are
overstabilized by at most 0.03 eV. Thus, these results provide
additional confirmation that the incompleteness errors described
previously in comparison with the UGBS atomic energies indeed
arise from the chemically inert core shells. In conclusion, the
results on the diatomic molecules of Table 7 suggest that the
SARC valence space is sufficiently extended to ensure minimal
BSSE in molecular DFT calculations.
2.5. Uranium Fluorides. The series UFn (n = 1-6) is quite

well characterized experimentally. Especially abundant is experi-
mental data on UF6, which plays a central role in 235U-enrich-
ment processes by diffusion or centrifugation. Hence, it is not
surprising that the uranium fluorides, and to a lesser extent the
chlorides, have seen extensive use as reference systems for the
evaluation of computational methods.7,19,26,78-82 Here we test
the SARC basis sets on the UFn series of molecules (Scheme 1)
using the ZORAHamiltonian with the PBE0 functional, in order
to make comparisons with experiment and recent theoretical
studies. PBE0 has been shown to perform well for a variety of
heavy-element systems61 including the actinide species under
consideration.80 ZORA-recontracted TZVP basis sets have been
used for fluorine. All calculations were performed with ORCA
using the one-center approximation for ZORA, tight optimiza-
tion and SCF convergence criteria, increased integration grids
(Grid4 inORCA convention), and taking advantage of the chain-
of-spheres (RIJCOSX) algorithm for exact exchange.83

Beginning with the heaviest member first, UF6 is predicted to
have an octahedral coordination geometry (Oh point group) with

Table 7. Bond Lengths r (Å) and Dissociation Energies De

(eV) of Actinium and Lawrencium Diatomics Computed with
the PBE0 Density Functional and the DKH2 Hamiltonian,
without and with BSSE Counterpoise Corrections (CPC)

PBE0/SARC PBE0/SARCþCPC

r De r De Δr ΔDe

AcH (1Σ) 2.128 2.86 2.129 2.85 0.001 -0.01

AcO (2Σ) 1.915 7.37 1.915 7.35 0.000 -0.02

AcF (1Σ) 2.098 6.99 2.098 6.96 0.000 -0.03

LrH (1Σ) 1.976 3.17 1.977 3.17 0.001 0.00

LrO (2Σ) 1.853 6.09 1.853 6.06 0.000 -0.03

LrF (1Σ) 1.989 7.19 1.990 7.17 0.001 -0.02

Table 6. Comparison of B3LYP/SARC-DKH2 Ionization
Energies (eV) with Ab initio Reference Values70 and
Experimental Data

B3LYP/SARC-DKH2 ACPF/PP Expt.

IE1 IE2 IE3 IE4 IE1 IE2 IE3 IE4 IE1

Ac 5.18 11.69 17.63 46.77 5.17 11.60 17.39 44.99 5.17

Th 6.21 11.98 17.91 29.00 6.25 12.11 18.30 28.45 6.31

Pa 5.63 12.16 18.53 31.23 5.81 11.96 17.73 31.24 5.90

U 5.45 11.94 19.30 33.03 6.06 11.63 19.07 33.17 6.19

Np 5.77 11.74 20.45 34.39 5.98 11.35 19.92 34.27 6.27

Pu 5.82 11.85 21.90 35.76 5.71 11.50 21.37 35.43 6.03

Am 5.88 12.02 23.45 37.34 5.71 11.71 22.34 37.26 5.97

Cm 5.60 12.50 20.67 39.23 5.68 12.17 20.36 39.06 5.99

Bk 6.13 12.31 22.33 36.49 5.90 11.96 21.93 36.52 6.20

Cf 6.24 12.45 23.60 38.50 5.96 12.03 22.84 38.12 6.28

Es 6.34 12.58 24.38 40.07 6.07 12.20 23.06 39.52 6.37

Fm 6.45 12.72 25.01 41.18 6.18 12.38 23.66 40.16 6.50

Md 6.54 12.86 26.38 42.10 6.25 12.47 24.69 40.60 6.58

No 6.64 12.99 27.69 43.68 6.33 12.58 26.05 41.96 6.65

Lr 4.56 14.53 21.96 45.28 4.78 14.25 21.52 44.12 -
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U-F bond lengths of 1.997 Å. In comparison, PBE0 calculations
with small-core (60-electron) and large-core (78-electron) effec-
tive core potentials for uranium gave U-F bond lengths of 1.993 Å
and 2.006 Å, respectively.26,80 The current PBE0/SARC value is
consistent with the two estimates obtained through electron
diffraction experiments, 1.999(3) and 1.996(8) Å.84,85 UF5 has a
doublet ground state with one unpaired electron in the 5fxyz
orbital of uranium. Its structure is predicted to be C4v symmetric,
in agreement with IR spectra obtained in Ar and Ne matrices.86

The equatorial and axial bond lengths are almost equal, 2.019 and
2.018 Å, respectively, while the uranium atom is axially displaced
(0.272 Å) above the plane defined by the four equivalent fluorine
atoms, resulting in an obtuse Fax-U-Feq angle of 97.8�. As with
UF6, the SARC bond lengths are ca. 0.004 Å longer than small-
core ECP results.26,80

When Td point group symmetry is enforced, the optimized
U-F bond length in UF4 is 2.059 Å, which is identical to the
experimentally deduced value by Konings et al.87 In comparison,
PBE0 with small-core ECPs gave a value of 2.053 Å.80 By remov-
ing all symmetry constraints the optimized structure distorts and
settles into a C2v symmetric geometry with two pairs of equiva-
lent bonds, 2.054 and 2.060 Å, forming between them angles of
105.9� and 104.7�, respectively. However, the energy gain asso-
ciated with this distortion is so small (less than 0.4 kcal mol-1)
that quantitatively distinguishing between this and other prox-
imate structures88 for UF4 would probably require a more fine-
grained theoretical approach and explicit consideration of com-
peting Jahn-Teller and spin-orbit effects.89

For UF3 a pyramidal C3v structure is predicted, with U-F
bond lengths of 2.073 Å and F-U-F angles of 103.9�, as a result
of the uranium atom being 0.862 Å away from the plane defined
by the fluorides. UF2 (quintet ground state) belongs to the C2v

point group with bond lengths of 2.067 Å and an F-U-F angle
of 109.0�. Finally, the optimized bond length of UF (quartet
ground state) is 2.032 Å. The small-core ECP bond lengths for
the last three members of the series were reported as 2.069,
2.055, and 2.024 Å, respectively.80 As with all UFn species, the
ECP bond lengths are consistently shorter than the SARC ones,
but the predicted trend is the same with either method, the U-F
bond lengths increasing in the order UF6 < UF5 < UF < UF4 <
UF2 < UF3.
Beyond geometries, an interesting metric for our testing

purposes are the fluorine bond dissociation energies (BDEs)
for the reactions UFnf UFn-1þ F. Thermochemical studies of
uranium fluorides have led to experimental BDEs for the whole
series,90 while the subject has also been the focus of recent
theoretical studies.26,80,82 It is worth reminding that the use of
large-core ECPs for BDEs leads to unacceptable errors.26

In order to ensure that the consistent performance of the
presently proposed basis sets extends also to this kind of

property, we have computed the successive BDEs of the uranium
fluorides at the PBE0/SARC-ZORA level. The BDE of a given
species is defined as BDE(UFn) = E(UFn-1)þ E(F)- E(UFn).
Zero-point energy corrections are small and were shown to
account for less than 2 kcal mol-1 of the total BDE,26 therefore
they are not included in the present calculations. The results are
summarized in Table 8, where a comparison is also made with
computed values from small-core ECP calculations80 and all-
electron scalar and nuclear-only spin-orbit DKH3 calculations82

as well as with the experimental values proposed by Hildenbrand
and Lau.90

Inspection of the computed BDEs reveals no significant
discrepancy between the different theoretical approaches. The
predicted values for most of the molecules agree particularly well
among the different methods. Compared to the experimental
estimates, UF4 and UF2 stand out as the two species for which
experiment diverges more obviously from the theoretical predic-
tions. Although all methods are in close agreement for the BDE
of UF2, the experimental estimate is approximately 10 kcal mol-1

lower than the theoretical prediction. Exactly the opposite
situation is observed for UF4, for which the experimental esti-
mate is consistently higher than the computed values. Overall, all
theoretical methods predict the same order of monotonically
increasing BDEs fromUF6 to UF, with a possible exception when
passing from UF3 to UF2, where a small decrease might be
anticipated, arising from the extra stabilization imparted to UF by
the pairing of electrons in the uranium 7s orbital.
Finally, it is interesting to see how the present approach

performs for the vibrational frequencies of the thoroughly
characterized UF6 molecule. In Table 9 a comparison is made
between the current PBE0/SARC-ZORA harmonic vibrational
frequencies, PBE0/ECP values previously obtained26 with either
a large-core (78-electron) or a small-core (60-electron) relati-
vistic effective core potential for uranium, and experimental

Scheme 1. Structures of the Uranium Fluorides Table 8. Comparison Between Calculated PBE0 Bond
Dissociation Energies (kcal mol-1) and Experimental
Values for the Uranium Fluoride Series

UF6 UF5 UF4 UF3 UF2 UF

SARC-ZORA 70.2 94.1 133.4 143.0 144.4 159.5

60e-ECPa 71.4 94.6 137.2 144.7 146.6 155.9

scalar-DKH3b 74.5 98.2 140.8 146.5 146.1 164.1

SO-DKH3b 70.8 92.5 138.7 146.7 145.2 166.1

expt.c 71.0 98.0 147.0 147.9 135.0 154.9
aRef 73. bRef 75. cRef 83.

Table 9. PBE0/SARC-ZORA Vibrational Frequencies of UF6
(cm-1) Compared with PBE0/ECP Results (Ref 26) and with
Experiment (Ref 91)a

ω1 (a1g)ω2 (eg)ω3 (t1u)ω4 (t1u)ω5 (t2g)ω6 (t2u)MAD ν /ω

SARC-ZORA 673 536 627 184 201 142 2/3

78e-ECP 644 522 626 191 182 148 11/14

60e-ECP 677 532 631 186 198 140 4/4

expt. (ν) 667 534 626 186 200 143

expt. (ω)b 672 540 634 186 200 143
aMean absolute deviations (cm-1) are provided with respect to both
experimental fundamentals (ν) and estimated harmonic frequencies
(ω). bEstimated harmonic frequencies.
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fundamentals as well as estimated harmonic frequencies by
McDowell et al.91 The PBE0/SARC-ZORA results agree re-
markably well with experiment and have the lowest average
deviation, 2 cm-1 compared to 4 cm-1 for the small-core ECP
and 11 cm-1 for the large-core ECP (3, 14, and 4 cm-1,
respectively, in comparison to the projected experimental har-
monic frequencies). We consider the advantage of SARC over
the small-core ECP too small in absolute terms to be interpreted
as a definite improvement, particularly because the average errors
of the two approaches are of the same order of magnitude as:
(a) the anharmonicity effects, at least in the case of the three
higher vibrations, and (b) the experimental uncertainties.91 With
regard to intensities, the intensity ratio I3/I4 of the two IR-active
vibrations, the ω3 stretching and the ω4 bending mode, is
predicted to be 19.7 from the PBE0/SARC calculations. This
value is in nearly perfect agreement with the experimental ratio of
20.91 In conclusion, the computed data on vibrational frequen-
cies suggest that the SARC results can be expected to be at least as
good as, or slightly better than results obtained with small-core
pseudopotentials, and can therefore serve to either cross-validate
ECPs for DFT studies or directly improve on their predictions.

3. CONCLUSIONS

Segmented all-electron relativistically contracted (SARC)
basis sets are proposed for the 5f elements. These basis sets
extend the existing SARC family of basis sets to encompass the
whole series of the actinide elements. The basis sets are designed
to be of moderate size and polarization, so that they can be used
efficiently in routine all-electron DFT calculations employing
one of the most popular ZORA or DKH scalar relativistic
Hamiltonians. In comparison to results obtained with extended
basis sets of more than double their size (UGBS), the SARC basis
sets display controlled incompleteness errors that primarily
originate from the inner shells. The contraction pattern that is
adopted accounts for a minor (ca. 4%) and systematic percentage
of the incompleteness error. Comparison of the first four
ionization energies of all actinides computed with SARC and
UGBS demonstrates near-coincidence for IE1 and IE2, while
marginal deviations of 0.03 and 0.04 eV are observed for IE3 and
IE4. Thus, despite the reduction in size, SARC valence properties
are still described at a quality close to that of the much larger basis
set reference. Investigation of the basis set superposition errors in
six actinide diatomic molecules MX (M = Ac, Lr; X = H, O, F)
revealed maximum BSSE corrections of 0.001 Å in bond lengths
and 0.03 eV in bond dissociation energies. These results confirm
that the SARC valence space can be considered balanced and
sufficiently saturated for applications based on DFT methods,
which do not require extensive polarization to obtain converged
results. An illustrative application to uranium fluorides confirms
that the SARC basis sets perform well for molecular properties
such as geometries, vibrational frequencies and bond dissociation
energies. Therefore, we expect the SARC basis sets to be a useful
addition to the modern toolbox of computational actinide
chemistry.
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ABSTRACT: The dispersion energy term in the symmetry-adapted perturbation theory based on the density functional theory
(DFT-SAPT) converges rather slowly with basis set size. Accurate results for large complexes, where only calculations in small basis
sets are practical, can be obtained by extrapolation to the complete basis set limit (CBS). In this paper, we propose an extrapolation
scheme with the variable exponent optimized specifically for the DFT-SAPT calculations in correlation-consistent basis sets with
diffuse functions. Another way to improve the accuracy term at no additional cost is to scale the dispersion term by a fixed amount.
We present the scaling factors averaged over a balanced set of 10model complexes. The results of these schemes are compared to the
high-quality DFT-SAPT/CBS interaction energies in small complexes obtained by fitting to a series of basis sets up to aug-cc-pV5Z
and to the CCSD(T)/CBS interaction energies. It is shown that even the cheapest extrapolation scheme yields results that are
limited by the accuracy of the DFT-SAPT approach rather than by the basis set convergence. Scaling the dispersion term allows
accurate interaction energies as well as their components to be obtained using just the aug-cc-pVDZ basis set; such a calculation can
be applied to complexes consisting of up to 50 first-row atoms.

The symmetry-adapted perturbation theory based on density
functional theory1,2 (DFT-SAPT) is a powerful method for

the decomposition of intermolecular interaction energy into
physically meaningful components. The use of density functional
theory as a basis for a SAPT analysis allows for an investigation of
larger systems than is possible with SAPT based on the Hartree-
Fock method3 or the post-HF methods. DFT-SAPT converges
with the basis set size faster than the wave function theory
(WFT)methods, and already the aug-cc-pVDZbasis set provides
reasonable energy terms. The only exception represents the
London dispersion energy, whose convergence is much slower.
Furthermore, it is the most computationally intensive part of the
calculation.

Problems with convergence are characteristic for the corre-
lated WFT methods and are often addressed by an extrapolation
of the energy to the complete basis set (CBS) limit from
calculations in smaller basis sets. Some authors apply the extra-
polation schemes developed for the WFT methods to DFT-
SAPT4,5 without comparing the extrapolated values to a reliable
estimate of the DFT-SAPT CBS limit. It has also been suggested
that scaling the DFT-SAPT dispersion energy obtained in a small
basis set by 10-15% could estimate the CBS limit,6 but this
hypothesis has not been tested further. Therefore, there are no
reliable data on what scaling factor should be used and how
robust this approach is when applied to complexes of a different
nature. The development of such a scaling is important not only
as a tool for interaction energy decomposition but also as an
efficient method to estimate the DFT-SAPT/CBS interaction
energy from a calculation in a smaller basis set applicable to large
complexes. Despite the approximations used, the DFT-SAPT/
CBS interaction energies are very close (within 5%) to the
benchmark CCSD(T)/CBS values.7

In this work, we have investigated 10 small complexes where
we can use multipoint regression to obtain accurate DFT-SAPT
dispersion energies at the CBS limit. From these calculations, we
have obtained information that addresses both of the issues
introduced above. The parameters in the fitting function can be
used to design an optimal two-point extrapolation scheme that is
more practical for calculations of larger systems. The ratio of the
dispersion energy in a given basis set compared to the CBS limit
can also be used to estimate the CBS value from just a single
calculation.We present average scaling factors that can be used for
complexes with a varying amount of dispersion contribution. The
DFT-SAPT calculations are also compared to benchmark CCSD-
(T)/CBS interaction energies in order to discuss the overall
accuracy of DFT-SAPT. Finally, the scaling of the dispersion term
is tested on a larger set of medium-sized complexes.

For a reliable description of the dispersion, diffuse functions
improve the performance of a basis set significantly. In this study,
we have used the series of correlation-consistent basis sets of
Dunning8 with diffuse functions,9 labeled aug-cc-pVXZ, where
X = D, T, Q, and 5. The quintuple ζ aug-cc-pV5Z is the largest
basis set practically usable for our model systems, and the
findings indicate that it yields results close to the CBS limit.

’METHODS

DFT-SAPT Calculations. All of the calculations at the DFT-
SAPT level were performed using theMOLPRO2009 package,10

employing the density fitting procedure.11 We have used the
PBE0AC functional recommended by the authors of the
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method;12 the calculations of the monomers have been per-
formed in the basis set of the dimer. The shift needed to correct
the asymptotic behavior of the functional13 was calculated as the
difference between the HOMO energy of eachmonomer and the
true ionization potential obtained from the calculation of its
neutral and ionized forms. The shifts have been calculated using
the same functional in the aug-cc-pVTZ basis set.
Extrapolation Scheme. Little is known on how exactly the

dispersion term of DFT-SAPT changes with basis set size and
therefore what function should be used for its extrapolation.
A good starting point is the extrapolation schemes developed for
the correlated WFT methods. We have found that both the
exponential- and power-law-based schemes proposed by Helga-
ker et al.14 provide good results, but the best fit can be achieved
with Schwenke's power-law formula15 with a variable exponent:

Ecorr,X ¼ Ecorr, CBS þ A X-p ð1Þ
where A is a constant, X is the cardinal number of the basis set,
and p is the optimized parameter. This scheme is a variation of
Helgaker's scheme, but the fixed exponent (p = 3) is replaced by
an optimized parameter to achieve better fit. This additional
degree of freedom can compensate for the nonideal behavior of
the series of the basis set and method. Equation 1 can be easily
transformed into a formula for a two-point extrapolation using
the basis sets X and X þ 1, eliminating the constant A:

Ecorr, CBS ¼ ðEcorr,X þ 1ðX þ 1Þp - Ecorr,X � XpÞ
ððX þ 1Þp - XpÞ ð2Þ

CCSD(T)/CBS Calculations. The benchmark interaction en-
ergies of the complexes were calculated from the MP2/CBS
value obtained with Helgaker's extrapolation scheme14 and the
difference between the CCSD(T) and MP2 correlation energy
(the so-called CCSD(T) correction term) calculated in a suitable
basis set.16 For the 10 model complexes, the aug-cc-pVQZ and
aug-cc-pV5Z basis sets were used for the MP2 calculations and
the aug-cc-pVTZ for the CCSD(T) correction term; such a setup
ensured results close to the CBS limit. All of those calculations
have been performed using the MOLPRO 2009 package.10

Model Complexes. A set of 10 complexes of small molecules
has been prepared for this study. These complexes contain up to
four first-row atoms, which makes it possible to calculate the
DFT-SAPT interaction energy with large basis sets. An impor-
tant feature of this set is to include different types of interactions
in a balanced way. Therefore, the set contains both polar and
nonpolar molecules in all of the possible combinations. These
complexes are water, ammonia, methane, and ethine (T-shape)
homodimers and ammonia 3 3 3water, ammonia 3 3 3N2, water-
3 3 3N2, water 3 3 3methane, methane 3 3 3N2, and formic acid-

3 3 3water complexes (geometries provided in the Supporting
Information). The average interaction energy in this set is -3.0
kcal/mol. The structure of these complexes was optimized at the
MP2/cc-pVTZ level with the counterpoise correction. It was
shown that these geometries are close to those obtained at the
CCSD(T) level.17

Validation Complexes. The proposed schemes using a
smaller basis set have been tested on a set of 31 larger complexes
(up to nine first-row atoms). The list of these complexes and
their geometries are provided in the Supporting Information.
The geometry of these complexes has been optimized using the
same method as used with the model complexes. The DFT-
SAPT calculations in the aug-cc-pVDZ and aug-cc-pVTZ basis
set have been performed for all of these complexes; aug-cc-pVQZ
had been used for the first 11 of them.

’RESULTS AND DISCUSSION

Multipoint Fits. For each of the model complexes, a series of
DFT-SAP interaction energies in the aug-cc-pVXZ (X = D, T, Q,
5) basis set has been calculated. All of the terms were divided into
two groups and summed into the dispersion component and the
remaining, nondispersion part of the energy:

ED ¼ E2disp þ E2exch-disp ð3Þ

EnoD ¼ E1pol þ E1exch þ E2ind þ E2exch-ind þ δHF ð4Þ
These results, along with the reference CCSD(T)/CBS

calculations, are listed in Table 1. It should be noted that even

Table 1. Interaction Energies (kcal/mol) from the DFT-SAPT Calculations in the aug-cc-pVXZ (X = D,T,Q,5) Basis Set,
Combined into an Uncorrelated Component (EnoD) and the Dispersion Part (ED), and Their Sum, the Total DFT-SAPT
Interaction Energya

EnoD ED EnoD þ ED

D T Q 5 D T Q 5 D T Q 5 CCSD(T) CBS

water dimer -2.276 -2.333 -2.367 -2.363 -1.988 -2.332 -2.421 -2.448 -4.264 -4.664 -4.788 -4.811 -4.996

methane dimer 0.442 0.453 0.452 0.451 -0.889 -0.976 -0.999 -1.007 -0.447 -0.523 -0.547 -0.556 -0.530

methane 3 3 3water 0.113 0.041 0.042 0.042 -0.892 -1.025 -1.049 -1.055 -0.779 -0.984 -1.007 -1.012 -0.971

ammonia dimer -0.945 -1.012 -1.018 -1.018 -1.821 -2.098 -2.163 -2.184 -2.766 -3.110 -3.181 -3.202 -3.147

ethyne dimer -0.352 -0.368 -0.372 -0.372 -1.168 -1.302 -1. 331 -1.338 -1.520 -1.671 -1.703 -1.710 -1.539

ammonia 3 3 3water -3.540 -3.646 -3.661 -3.659 -2.309 -2.700 -2.787 -2.814 -5.849 -6.346 -6.447 -6.473 -6.432

ammonia 3 3 3N2 0.043 0.042 0.034 0.032 -0.615 -0.680 -0.697 -0.702 -0.571 -0.638 -0.663 -0.669 -0.686

formic acid 3 3 3water -4.193 -4.367 -4.425 -4.423 -4.775 -5.534 -5.752 -5.821 -8.968 -9.901 -10.177 -10.243 -10.779

methane 3 3 3N2 0.194 0.194 0.193 0.193 -0.492 -0.540 -0.554 -0.559 -0.298 -0.346 -0.361 -0.367 -0.352

water 3 3 3N2 -0.159 -0.174 -0.188 -0.193 -0.798 -0.899 -0.923 -0.929 -0.957 -1.073 -1.111 -1.122 -1.189

RMSEa 0.549 0.164 0.059 0.035
aThe CCSD(T)/CBS interaction energy is provided as a reference to the DFT-SAPT/CBS results.
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the best (in terms of basis set used) DFT-SAPT only approx-
imates the interaction energy when compared to the CCSD(T)
results. The first reason might be the difference in the underlying
theory, because the DFT-SAPT treats the interaction as a
perturbation only up to the second order; higher-order contribu-
tions are included only in the δ(HF) term, which does not
contain correlation energy. Second, the results of the DFT-SAPT
are affected by the functional used. Our findings are consistent
with the previously reported comparison of the DFT-SAPT and
CCSD(T) interaction energies.4,7,18

As mentioned above, the nondispersion part of the interaction
energy converges faster with the basis set size, and the value
calculated with a rather large basis set is close enough to the CBS
limit. We, therefore, do not extrapolate this component as
recommended in the literature.19 The DFT-SAPT/CBS energy
is built from the EnoD calculated in the aug-cc-pV5Z basis set, and
only the ED is extrapolated to the CBS.
The complete series of basis sets is used to optimize the fitting

function in order to find the value of the exponent p that
minimizes the error between the actual ED and the value obtained
from eq 1 for each basis set. In order to build a transferable fitting
function, we looked for a single value of p for the whole set of
complexes. In such an optimization, the factor A and the ED,CBS
of each system act as variable parameters. The target variable to
be minimized is the sum of the squares of the residual errors.
It is known that the largest nonsystematic error is observed for

the small basis sets. Therefore, a better fit can be achieved when
the augmented double-ζ basis is not included in the series (the
error is reduced also because the fitted set is smaller). However,
for larger systems, we would like to use the smallest basis sets
possible for the extrapolation, which means extrapolation from
the double- and triple-ζ basis sets. We performed the fitting both
on the full series (D, T, Q, 5) and on truncated series of just T, Q,
and 5, but we will focus on the first one in the discussion below.
For the full series, the value of p = 2.868 and the root-mean-
square (RMS) of the residual error is 0.0039 kcal/mol. For the
truncated series, we obtained p = 3.489 with an RMS error of
0.0003 kcal/mol. It is worth noting that both values of p are close
to the theoretically predicted value of 3. The resulting ED,CBS
values from all of these fits (p = 2.868, 3.489, and 3) are very
similar (the RMS difference between them being e0.01 kcal/
mol). Such a difference is negligible when compared to the error
with respect to the CCSD(T)/CBS reference (RMSE = 0.17
kcal/mol, which is about 6%).
Two-Point Extrapolation. Knowing the exponent p, we can

use eq 2 for an extrapolation to the CBS limit from two
calculations. Table 2 lists the results of the two-point

extrapolations using various combinations of basis sets and
exponents p as the RMSE to theDFT-SAPT/CBS value obtained
using p = 2.868. Both the dispersion part and the total interaction
energy are considered.
The extrapolated values are very close to the DFT-SAPT/CBS

limit, and all of them are of a quality at least comparable to DFT-
SAPT/aug-cc-pV5Z. All of these errors are an order of magni-
tude smaller than the difference between the DFT-SAPT and
CCSD(T); therefore, any extrapolation yields an estimate of the
CBS limit accurate enough for practical purposes.
Scaling of the Dispersion Term. By comparing the disper-

sion term ED obtained with each basis set with its CBS limit, we
can obtain the scaling factor (f) needed to estimate the CBS value
from just a single calculation. These factors, and their average
over the set, are listed in Table 3 and plotted in Figure 1. It is clear
that these factors depend on the character of the interaction, but
this dependence diminishes with the increasing size of the basis
set. However, even for the double-ζ basis set, the absolute
deviations from the average scaling factors are always lower than
f - 1, which means that such a scaling only improves the result
when compared to the CBS limit. Our accurate estimate of the
CBS limit allows us to calculate the scaling factors, which are

Table 2. RMSE (in kcal/mol) of the Two-Point Extrapolation
Schemes As against the DFT-SAPT/CBS Values

basis sets p RMSE (ED) RMSE (Etot)

DfT 2.868 0.009 0.036

3 0.015 0.065

3.489 0.044 0.009

TfQ 2.868 0.008 0.006

3 0.006 0.012

3.489 0.013 0.015

Qf5 2.868 0.015 0.016

3 0.016 0.020

3.489 0.020 0.000

Table 3. Ratios of the Dispersion Part of the Interaction
Energy (ED) at the CBS Limit to ED Calculated in the Finite
Basis Set aug-cc-pVXZ (X = D, T, Q, 5)

f(D) f(T) f(Q) f(5)

water dimer 1.251 1.067 1.027 1.016

methane dimer 1.143 1.041 1.017 1.009

methane 3 3 3water 1.203 1.047 1.023 1.018

ammonia dimer 1.217 1.057 1.025 1.015

ethyne dimer 1.160 1.041 1.019 1.013

ammonia 3 3 3water 1.239 1.060 1.027 1.017

ammonia 3 3 3N2 1.153 1.044 1.018 1.010

formic acid 3 3 3water 1.235 1.066 1.026 1.014

methane 3 3 3N2 1.146 1.044 1.017 1.008

water 3 3 3N2 1.180 1.047 1.020 1.014

average 1.193 1.051 1.022 1.013

Figure 1. Ratios of the dispersion part of the interaction energy ED at
the CBS limit to ED calculated in the finite basis set aug-cc-pVXZ (X =D,
T, Q, 5) for the model complexes considered in this work.
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larger than those previously used in the literature, where a scaling
of 1.1 or 1.15 was suggested for the aug-cc-pVDZ basis set6

without a rigorous derivation.
The most practical estimates of the ED CBS limit obtained by

such a scaling are those from smaller basis sets. If it is possible to
perform the calculation in a larger basis set, another calculation in
a smaller one makes it possible to use the more accurate two-
point extrapolation. Here, we consider three scaling schemes:
The scaling of ED in an aug-cc-pVDZ calculation (labeledD*/D),
the scaling of ED in the aug-cc-pVTZ (labeled T*/T), and the
combination of the scaled ED from the aug-cc-pVDZ with the
EnoD from the aug-cc-pVTZ (labeled D*/T). Since the calcula-
tion of the dispersion term is the limiting factor, the latter scheme
allows us to improve the nondispersion part at a little extra
expense.
The results of such calculations are summarized in Table 4 as

the RMSE relative to the CBS limit. With the D*/D scheme (first
line), this error is 0.17 kcal/mol, as compared to 0.55 kcal/mol in
the aug-cc-pVDZ calculation without scaling. The D*/T scheme
(second line) is the optimum between the computational cost
and accuracy. Here, the error is 0.1 kcal/mol when compared to
0.48 kcal/mol in the same calculation without the scaling. Finally,
the T*/T scheme (third line) is the most accurate one with an
error of 0.05 kcal/mol. Better accuracy (0.04 kcal/mol) can be
achieved with two-point extrapolation at a similar cost, but the
difference is surprisingly small.
We have also tested separate scaling of the dispersion and

dispersion-exchange terms of the SAPT decomposition. This
approach yields worse results than scaling their sum as described
before.
Validation of One-Point Scaling. In order to test the scaling

schemes outside the training set, we calculated a set of 31 larger
complexes in the aug-cc-pVDZ and aug-cc-pVTZ basis sets. The
average interaction energy in this set is-5.5 kcal/mol. Here, the
two-point extrapolation serves as a reference for the scaled
calculation. We validated this reference against the aug-cc-pVTZ
to aug-cc-pVQZ extrapolation for the 11 smallest complexes
from this set; the RMSE is 0.027 kcal/mol. This is an order of
magnitude smaller than the error of the scaling schemes we have
investigated here. We therefore consider even the aug-cc-pVDZ
to aug-cc-pVTZ extrapolation as a reasonable estimate of the
CBS limit for this purpose. The errors, summarized in Table 5,
are very similar to those observed in the validation set. The scaled
double-ζ calculations are slightly more accurate than the un-
scaled triple-ζ ones, and the scaled triple-ζ results are very close
to the CBS limit. These results confirm that the scaling factors
presented here are transferable and provide a significant im-
provement in accuracy without any extra expense (a 4-fold
improvement with the simplest scaling scheme using just the
aug-cc-pVDZ calculation).

’CONCLUSIONS

Using accurate DFT-SAPT calculations in up to the aug-cc-
pV5Z basis set, we have constructed a fitting function that can be
used for the extrapolation of the DFT-SAPT dispersion energy to
the CBS limit. The remaining part of the interaction energy
converges faster with basis set size and is not extrapolated.

A power-law-based formula (eq 1) with the exponent p =
2.868 yields the best results for any pair of basis sets. The
interaction energies obtained with this extrapolation are very
close to the CBS limit, and the difference from the more accurate
CBS estimate is an order of magnitude smaller than the accuracy
of the DFT-SAPT when compared to the CCSD(T) results.
Therefore, even an extrapolation using the aug-cc-pVDZ and
aug-cc-pVTZ basis sets should yield results that can be safely
used as a DFT-SAPT/CBS estimate.

The most affordable way of improving the DFT-SAPT
calculation toward the CBS limit is a simple scaling of the
dispersion. When the dispersion energy is calculated with the
smallest basis set in the series, aug-cc-pVDZ, the results vary with
the type of the interaction, but even this simple approach yields
results better than the unscaled calculation in all of the cases we
have tested.Moreover, this scheme can be improved at little extra
expense by calculating the nondispersion part in a larger basis set.
The resulting computational scheme offers a very efficient way of
obtaining accurate total interaction energies and their compo-
nents for extended complexes20,21 on the basis of “cheap” DFT-
SAPT/aug-cc-PVDZ calculations. It should be stressed again that
the DFT-SAPT/CBS interaction energies are very close to the
benchmark CCSD(T)/CBS ones.
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ABSTRACT:We implemented and compared four algorithms to locate instantons, i.e., the most likely tunneling paths at a given
temperature. These allow to calculate reaction rates, including atom tunneling, down to very low temperature. An instanton is a first-
order saddle point of the Euclidean action in the space of closed Feynman paths. We compared the Newton-Raphson method to
the partitioned rational function optimization (P-RFO) algorithm, the dimer method, and a newly proposed mode-following
algorithm, where the unstable mode is directly estimated from the instanton path. We tested the algorithms on three chemical
systems, each including a hydrogen transfer, at different temperatures. Overall, the Newton-Raphson turned out to be the most
promising method, with our newly proposed mode following, being the fall-back option.

I. INTRODUCTION

Quantum tunneling of atoms plays an important role in many
chemical reactions, predominantly those involving hydrogen
atoms. Especially at low temperature, tunneling increases reac-
tion rates compared to a nonquantum mechanical over-the-
barrier model.

The tunneling probability depends on themass of the particles
that undergo tunneling motion and on the shape and height
of the effective barrier being crossed.1,2 The mass dependence
of the tunneling rate gives rise to large kinetic isotope effects
(KIE). Atom tunneling is observed in reactions in space,3-5 in
biological applications,6-9 and in other areas of chemistry. In
principle, any chemical reaction will be dominated by tunneling
at low enough temperature.

Many enzymes support tunneling of hydrogen atoms even
at room temperature. Experimentally, this is observed by an un-
usually large KIE,6,9-13 the ratio between the reaction rates
involving deuterium and protium. In computer simulations,
the importance of tunneling can directly be shown by switching
the effect on or off.7,8,14-17 A high KIE only shows that tunneling
accelerates the rate-limiting step of a reaction. There is an active
debate as to whether the tunneling process of atoms is crucial for
the catalytic effect of some enzymes and whether it is actively
promoted by the proteins. Calculations are a promising tool to
provide insight into these issues.

In classical transition-state theory (TST),18,19 reviewed in refs
20 and 21, quantum effects can be included via the vibrations
(and, thus, the zero-point energy). However, tunneling is ne-
glected. A general transition state in a system with N degrees of
freedom is a closed N- 1-dimensional hypersurface encapsulat-
ing the reactant state. Commonly, however, one refers to a
(classical) transition state as a first-order saddle point on the
potential energy surface. The latter meaning will be used here.

In the following, we give a short overview of methods to
calculate tunneling rates. Since many methods have appeared
over the years, this list is necessarily incomplete.

Tunneling near the top of the barrier is accounted for by
corrections to the classical reaction rate proposed by Wigner22

and used by Bell.23 The classical rate is multiplied by a correcting
factor κ(T), which results in exact rates for parabolic barriers.
The method is applicable above a crossover temperature Tc:

24

Tc ¼ pΩ

2πkB
ð1Þ

where Ω denotes the magnitude of the imaginary frequency of
the unstable mode at the saddle point. To extend the range
of applicability to below Tc, a third-order expansion in p of κ(T)
was used.25

The semiclassical approximation assumes one main tunneling
path rather than taking the whole potential energy surface into
account. Methods based on the transition-state theory and the
semiclassical approximation can be categorized by their choice of
the tunneling path. The zero-curvature tunneling approximation
(ZCT)26 approximates the tunneling path by the intrinsic reac-
tion path (minimum-energy path (MEP) in mass-weighted coor-
dinates). Even at rather high temperature, close to Tc , the most
likely tunneling path will, however, deviate from the MEP. The
effect is known as corner cutting.27 Small-curvature tunneling
(SCT)28 assumes a tunneling path in the vicinity of the MEP.
SCT can be expected to be a good approximation close toTc. The
other extreme for a choice of a tunneling path is the straight line
path in a method known as large curvature tunneling correction
(LCT).29,30 While minimizing the tunneling distance, LCT
ignores the potential energy in the choice of the path. At low
temperature, LCT can be expected to be a better approximation
than SCT. It has been proposed31,32 to use a linear combination
of the SCT and LCT paths by minimizing the tunneling action.

The optimal tunneling path within the purely statistical semi-
classical approximation is found by the instanton method,33-37

analogous to the imaginary F method.33 It is based on statistical
Feynman path integrals.38 Some of the aforementioned approx-
imations can be regarded as an approximation to the instanton
method. The instanton itself is the tunneling path with the
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highest statistical weight at a given temperature. Due to a mathe-
matical equivalence, it can also be interpreted as a periodic orbit
in the upside-down potential energy surface of the system. In the
formulation of a harmonic quantum transition-state theory,
many parallels between the classical TST and the instanton
method were demonstrated.39 It is, along with some exten-
sions,40,41 increasingly used to calculate reaction rates in chemical
systems.4,5,42-50

Beyond TST, quantum dynamics allows to calculate tunneling
rates by solving the time-dependent Schr€odinger equation. The
time-dependent Hartree approach51-54 and other methods55,56

were proposed. The costs of these methods grow exponentially
with the number of degrees of freedom. Statistical Feynman
paths can circumvent that and have also been used in simulat-
ions to estimate dynamical properties either by evaluating a
centroid potential of mean force57-60 or by so-called ring
polymer dynamics.61 Feynman path integral approaches using
TST, but not the semiclassical approximation, are also in use. The
centroid density method, a quantum transition-state theory
(QTST), is one of these.24,62,63 Another QTST approach is
the reversible action-space work QTST (RAW-QTST),39,45

which in the harmonic limit reduces to instanton theory.
This paper is organized as follows. In Section II we describe

the details of instanton theory. In Section III we propose possible
techniques to locate instantons. In Section IV we compare the
efficiency of these algorithms for a series of test systems at
different temperature. In Section V we discuss the efficiency of
the algorithms, possible issues which may impede instanton
optimizations, and ways to avoid them. Finally, we conclude
and give an outlook at more realistic calculations as well as further
problems which remain to be solved.

II. INSTANTON THEORY

The quantum statistical partition functionQ is expressed via a
Feynman path integral:38

Q ¼
Z
dx Æxjexp-βHjxæ

¼
Z
dx
Z

xðβpÞ¼ x

xð0Þ¼ x
Dx exp -

1
p
SE½x�

� �
ð2Þ

with β = 1/(kBT), H the Hamiltonian of the system, and kB
being Boltzmann’s constant. Dx has the “heuristic’’ meaning
of integration over all paths x satisfying the boundary condi-
tions xh(0) = xh(βp) = x. Dx can be formed into a conditional
Wiener measure to give a well-defined formulation of the
integral.64 Here and in the following, points in configuration
space (N dimensional for a molecule with N degrees of
freedom) are denoted by italic symbols (x), while paths are
denoted by upright (roman) symbols (x). The Euclidean
action functional SE is given by

SE½x� ¼
Z

βp

0

m
2
dxðτÞ2
dτ

þ VðxðτÞÞ
 !

dτ ð3Þ

with V(x) being the potential energy.
To approximate the integral over all paths in eq 2, SE is

expanded to second order around its stationary paths. The
stationary condition is

δSE
δx

� �
x0

¼ -m
d2x0ðτÞ
dτ2

þrVðx0ðτÞÞ ¼ 0 ð4Þ

One path which fulfills eq 4 is x collapsed to the geometry of
the reactant minimum (xhh(τ) = xRS). From this, the quantum
partition function of the reactant can be obtained. To use
transition-state theory, the partition function of a quantum
transition state (QTS), a dynamical bottleneck between the
reactant and the product, is required. In contrast to the path
corresponding to the reactant minimum, the instanton path
xinst is delocalized. Its Hessian exhibits exactly one negative
eigenvalue, the eigenvector uinst corresponding to a move-
ment of the whole path toward the reactant or the product. An
example of uinst is depicted in Figure 1. The Hessian of the
instanton additionally exhibits one eigenvalue which is 0. This
corresponds to the arbitrary starting position of the path, i.e.,
to a reparametrization τ f τ þ c of the path. For molecules,
the Hessian exhibits another six 0 eigenvalues (5 for linear
molecules), corresponding to the translation and rotation of
the whole molecule.

To calculate the Euclidean action and, through that, the rate
the Feynman path x(τ) is discretized into P 0 images. By intro-
ducingmass-weighted coordinates yi = xi(mi)

1/2 the equation can
be somewhat simplified

Figure 1. top: Instanton geometries of the three test cases: malonaldehyde, ammonium andmethylamine as well as Hþ benzene. Each calculated atT =
200 K with P = 20 images. Bottom: the transition mode uinst indicated as arrows on the hydrogen atom transferred between ammonium and
methylamine. For clarity, only the arrows corresponding to every second image are shown. The components of uinst on the other atoms are negligibly
small on the scale shown.
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SE ¼ βp
XP0
k¼ 1

P0

2ðβpÞ2jyk þ 1 - ykj2 þ VðykÞ
P0

 !
ð5Þ

To fulfill eq 4, a stationary point has to be searched for. Since we
are interested in a rate, we specifically search for a first-order
saddle point. This saddle point is the instanton.

It turns out that the instanton is delocalized along one line in
the configuration space of the molecule. The Feynman path is
closed by proceeding along this line forward and backward.
Choosing an even number of images and starting the index k = 1
at an image next to one turning point, the images k and P0 - kþ 1
have identical coordinates. All images are traversed twice, the
turning points lie outside of the discretized path. Thus, it is
sufficient to sum over half of the images (P = P0/2):65

SE ¼ 2P
βp

XP - 1

k¼ 1

jyk þ 1 - ykj2 þ βp

P

XP
k¼ 1

VðykÞ ð6Þ

Equation 6 can be used to derive the gradient and the Hessian
of SE with respect to the coordinates of the atoms of each image.

The problem of finding an instanton has been formulated here
as a saddle-point search of a discretized path. This allows to
treat a high number of degrees of freedom. Instantons can,
however, also be interpreted as unstable periodic orbits on the
upside-down potential energy surface (-V). Techniques to find
periodic orbits66,67 have previously been used to find
instantons.68,69 In practice, these techniques are, however, only
applicable to systems with a few degrees of freedom.69

The integral over all paths in eq 2 is approximated by expand-
ing V(x) at each point, and, thus, SE[x] quadratically around the
stationary path xinst. Then the integral in eq 2 turns into a
Gaussian integral which can be solved analytically. This results in
an expression of the rate:34,36,70

kinst ¼ 1
QRS

ffiffiffiffiffiffiffiffi
S0
2πp

r
P0

βp

1ffiffiffiffiffiffiffiffiffiffiffiffi
jΠ0

iλij
q expð-SE½xinst�=pÞ ð7Þ

withQRS denoting the quantum mechanical partition function of
the reactant state, λi are the eigenvalues of the Hessian of SE, and
the prime on the product indicates that the zero eigenvalue(s) are
omitted. S0 is twice the part of the Euclidean action depending on
the length of the path:

S0 ¼ 4P
βp

XP - 1

k¼ 1

jyk þ 1 - ykj2 ð8Þ

The amount of delocalization of the instanton depends on the
temperature. At low temperature (high β), the effective force
constant between the images, P/(βp), becomes smaller allowing
the images to spread further to accommodate a lower potential
energy. With increasing temperature, the path becomes more
and more localized, finally collapsing to a point (the classical
transition state ycl) at the same Tc as given in eq 1. Instanton
theory is applicable below Tc.

III. TECHNIQUES TO FIND INSTANTONS

The task is to find a first-order saddle point of SE in the P�N-
dimensional space (for a molecule withN degrees of freedom) of
the coordinates of all atoms of all images of the Feynman path.45

Generally, we use sequential cooling,4,5,49,50,65 i.e., we start at a

temperature below Tc and calculate an instanton and the tunnel-
ing rate. Then we successively lower the temperature, starting the
search from a converged instanton. Alternative approaches and
other starting paths may be used as well.

Consistently with the notation of continuous paths introduced
above,N-dimensional quantities like the position of one image yk
or the classical transition mode ucl are denoted by italic symbols.
P�N-dimensional quantities like the complete Feynman path y
or the transition mode of the instanton uinst are denoted by up-
right (roman) symbols.

The infrastructure to calculate the Euclidean action and all the
methods to optimize instantons described here were implemen-
ted in DL-FIND.71,72 Through the interface to ChemShell,73,74

they can be used with many quantum chemistry programs as well
as classical force fields or quantum mechanics/molecular me-
chanics (QM/MM) energy expressions.
A. Starting Path. In order to facilitate the search for an in-

stanton, an initial starting path as close as possible to the final
instanton is estimated. For T g Tc the instanton is collapsed to
ycl, the first-order saddle point on the potential energy surface
(classical transition state). As the temperature decreases, the
images spread out approximately along the classical unstable
mode ucl. In the quadratic region of V(y), the images spread like

yðτÞ ¼ ycl þΔr ucl cosð2πτ=βpÞ, 0 e τ e βp ð9Þ
So, we use the discretized version for P images:

yi ¼ ycl þΔr ucl cos
i- 1=2

P
π

 !
, 0 < i e P ð10Þ

The initial spread Δr is chosen manually. It cannot be estimated
from ycl or its Hessian. We used Δr = 0.4 atomic units.
B. Mode-Following Methods. Minimum-mode following is

an approach to search for first-order saddle points. The action is
minimized in all directions but one, uinst (Figure 1). Along uinst
the action is maximized. If uinst is the eigenvector of the Hessian
associated with the lowest eigenvalue, such an algorithm con-
verges to a first-order saddle point.
The dimer method75-77 is a minimum-mode-following algo-

rithm with the transition mode recalculated in what is called
dimer rotation in each iteration. Converged rotation provides the
correct uinst without ever requiring the calculation of the Hessian.
We implemented an improved version of the dimer rotations.78

The limited memory version79,80 of the Broyden-Fletcher-
Goldfarb-Shanno (BFGS)81-84 optimizer was used for transla-
tions and rotations. Dimer rotations were optimized until uinst
changed by less than 5� in one rotation. This required dimer
rotations only at the start of an optimization run. A tighter
convergence criterion for the rotations was tried but lead to an
increase in the number of energy evaluations (i.e., a possible
saving through fewer translations was lost by more rotation
steps). An alternative to the dimer method, which also does not
require the Hessian, is the Lanczos method,85,86 which has been
used to locate instantons.4,5,49,50,65

For the instanton search problem it turned out that an
approximation of uinst can easily be obtained

uinst, i � uTMinst, i ¼
1
2
ðyi þ 1 - yi - 1Þ ð11Þ

i.e., the transition mode is assumed to be the tangent of the
instanton path. Actually, it is the tangent of only half the path and
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the reversed tangent of the other half. However, as given in eq 6,
we only use the first half of the instanton path as active variables
in the optimization. The mode uinst is recalculated after each
optimization step. Calculating it only at the start and keeping it
constant resulted in divergence in some cases. Using a uinst
calculated by eq 11 is called “tangent mode’’ (TM) in the fol-
lowing.
C. Hessian-Based Methods. The evaluation of the prefactor

of the rate in eq 7 requires to calculate the Hessian of the
potential energy surface at each image of the instanton—a
computationally demanding task. In sequential cooling it can
be used as a good first approximation to theHessian of the instan-
ton at a lower temperature, which speeds up convergence con-
siderably.
We tested a truncated Newton-Raphson (NR) algorithm and

the partitioned-rational function optimizer (P-RFO).87-90 NR
generally converges quadratically to stationary points. However,
it has the disadvantage that it converges to any stationary point,
not necessarily to first-order saddle points. This is expected
unproblematic since our starting structures are often already
quite close to the sought-after saddle point. After convergence is
achieved, the Hessian at the new instanton geometry has to be
calculated. Its eigenvalue spectrum confirms whether a first-order
saddle point was obtained.
The P-RFO method converges to first-order saddle points by

construction. It is generally the method of choice to search for
classical transition states due to its fast and reliable convergence
properties.
Hessians are obtained for the individual images from previous

rate calculations. With a changed temperature, they are used for
the subsequent optimization. With changes in coordinates, we
update the Hessians of the individual images according to the
Bofill scheme.91 For small steps and a noisy gradient, the update
of the Hessian may actually deteriorate it rather than improve it.
So we keep theHessian unmodified if the coordinates of the images
change by less than a predefined threshold. Using the initial
Hessian without updates results in less stable optimizations.
When the first instanton below Tc is calculated, a previous

Hessian calculation along the full instanton path is unavailable.
However, we normally evaluate the Hessian of the potential
energy surface at the classical TS. We update this Hessian to the
initial image positions, again using the Bofill scheme.

IV. EXAMPLES

The performance of the four optimization algorithms was
tested on three chemical systems (Figure 2) at various tempera-
ture intervals. All systems were described with semiempirical

methods. These pose similar challenges to the optimization
algorithms (like numeric discontinuities in the potential energy
surface due to incomplete SCF convergence) while being orders
of magnitude faster than density functional theory or post-
Hartree-Fock methods.

The internal hydrogen transfer in malonaldehyde was simu-
lated with the PM3 Hamiltonian.92 Since the reactant and
product states are chemically indistinguishable, this system has
a symmetric barrier. Its tunneling behavior has recently been in-
vestigated with a variety of methods.93 The hydrogen transfer
between ammonium andmethylamine, also described with PM3,
is slightly asymmetric. A very asymmetric barrier is found in the
addition of hydrogen to benzene. The latter is a relevant model
for the formation of H2 in space.

4,5 We described it with AM1.94

In order to get a more realistic reactant-state geometry (van der
Waals complex), an empirical dispersion correction originally
designed for higher-order methods95 was added (prefactor
S6 = 1). Energies and gradients were calculated withMNDO9996

interfaced to ChemShell73,74 through DL-FIND. It should be
emphasized that the aim of this study is to compare the efficiency
of algorithms rather than the reproduction of experimental
values. The instantons of the three test cases are depicted in
Figure 1. Visualization was done using VMD 1.8.7.97

Classical transition states for the three test systems were
calculated with the superlinear converging version78 of the dimer
method75 as implemented in DL-FIND.71 Mass-scaled co-
ordinates (mass of hydrogen being 1) were used. Convergence
was considered to be achieved for the maximum component of
the gradient gmax being below a tolerance value (convergence
criterion) of gtol = 10-5, the root-mean-square (rms) of the
gradient being below 6.66 � 10-6, the maximum component of
the predicted step being below 4 � 10-5, the rms of the
predicted step being below 2.66 � 10-5, and the last change
in the energy of the dimer midpoint being below 2.22� 10-8, all
values in atomic units. The dimer direction, which in mass-scaled
coordinates converges to ucl, was converged in each dimer
iteration until it changed by less than 1�.

Hessians were calculated by finite differences of the gradients
with two steps of 2 � 10-3 (mass-scaled atomic units) in each
dimension. The crossover temperature Tc was obtained accord-
ing to eq 1 as 442.3, 493.9, and 387.2 K for malonaldehyde,
ammonium and methylamine, and H þ benzene, respectively.

Instanton searches were performed in mass-weighted coordi-
nates withmasses consistent with atomic units (electronmass,me).
That is, the mass of a hydrogen atom (1H) is 1837.15 me. This
ensures that the masses in eqs 5 and 6 really drop out. On the
other hand, this scales all distances up by a factor of 42.695
[= (atomic mass unit/me)

1/2] compared to mass-scaled coordi-
nates as defined above. Thus, gtol has to be smaller by the same
factor to achieve equivalent convergence. The convergence
criterion for the instanton searches was gtol = 10-7 for the
maximum component of the gradient of SE/(βp) in mass-
weighted coordinates (gmax). Suitable choices for gtol will be
discussed in Section V.

In each case, the first instanton was found for T = 300 K by
starting from the classical transition state and distributing the P =
20 images along ucl usingΔr = 0.4 au as described in Section III.A
The numbers of steps needed to reach convergence are given in
Table 1. In case of malonaldehyde, the instanton search using NR
converged back to a state where all images are collapsed to the
classical TS. This is obviously a stationary point, but it is not an
instanton, i.e., it does not exhibit the correct number of eigenvalues

Figure 2. The test cases for which the algorithms to locate instantons
were tested: malonaldehyde, ammonium and methylamine, and the
addition of hydrogen to benzene.
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being zero. Using Δr = 0.6, as defined in eq 10, leads to con-
vergence to a delocalized Feynman path, the instanton.

Further instantons at lower temperature were optimized start-
ing from the geometry and the Hessian of the instanton obtained
with TM at 300 K. Here we tested the convergence for different
temperature intervals rather than using sequential cooling. For
T = 200 K we additionally performed an instanton search with
more images, P = 77. We interpolated geometries and Hessians
from the instanton with P = 20 and T = 300 K by inserting three
extra images in between two consecutive ones.

The number of steps needed to achieve convergence in each
case, along with the number of energy and gradient evaluations
needed, are given in Table 2. The convergence behavior is
exemplary depicted in Figure 3.

In TM, P-RFO, and NR the number of energy evaluations is
P times the number of optimization steps. In the dimer method,
the rotations require additional energy evaluations. At least two
energy and gradient calculations of the full path (dimer mid- and
end-points) are required for an estimate of the rotational angle.77

In most iterations, at least a third calculation (one dimer rota-
tion) was required. Especially at the beginning of an optimization
run, more dimer rotationsmay be necessary. Overall, in the dimer
optimizations, the number of energy and gradient evaluations is
about 3P times the number of optimization steps. This indicates
that on average one dimer rotation step per iteration was suf-
ficient.

Those cases for which numbers are given in Table 2 converged
to the correct instanton within a maximum of 1000 optimization
steps and 200 000 energy evaluations. Consistency was checked
by comparing SE, S0, and kinst as well as the eigenvalue spectrum
between the results of different optimization algorithms.

For the Hþ benzene case, the initial instanton search for T =
300 K with the TM method resulted in a somewhat problematic
starting structure for the following instanton optimizations. The
reason being that for this system the potential energy surface is
very flat close to the reactant minimum. This results in many of
the images accumulating there. A too weak convergence criterion
leads to numerical noise in the image positions and, thus, to
numerical noise in uinst in the TM method. Thus, for the TM
calculations of this system, the instanton at T = 300 K optimized
with NR was used as the starting geometry.

The influence of P and gtol on the vibrational instanton rates
[log10(kinst)], ignoring changes in the rotational partition func-
tion as well as the translational partition function between the
reactant and the instanton, is shown in Table 3. The error relative
to the most accurate value obtained with P = 96 images and gtol =
10-9 is given. A difference in the logarithm of 0.1 corresponds to
a rate which is off by about 25.9%.

The ammonium and methylamine case raises a particular issue
in the rate calculations. The “vibrational’’mode in which the two
fragments rotate with respect to each other has a very low
vibrational frequency of only 11.5 cm-1 at the classical TS.
Thus, at the temperature range considered, this mode would
better be described as a hindered rotator than as a harmonic
oscillator. Since in this work we only investigate the effect of

Table 1. Number of Steps Needed to Reach Convergence for
Finding an Instanton at T = 300 K Starting from the Classical
TSa

system TM dimer P-RFO NR

malonal. 114 (2280) 112 (6720) 337 (6726) 64 (1280)

ammon. 103 (2060) 107 (6420) 338 (6760) 46 (920)

H þ benzene 151 (3020) 355 (19 360) 137 (2740) 11 (220)
a number of energy and gradient evaluations in parentheses, gtol = 10-7,
and P = 20 .

Table 2. Number of Steps Needed to Reach Convergence in
the Different Methods at Different Temperaturesa

T (K) P TM dimer P-RFO NR

Malonaldehyde

275 20 81 (1620) 83 (4980) —d 4 (80)

250 20 75 (1500) 79 (4740) —d 6 (120)

225 20 72 (1440) 73 (4380) —d 6 (120)

200 20 70 (1400) 68 (4160) —d 17 (340)

100 20 75 (1500) —c 293 (5860) 45 (900)

200 77 275 (21 175) 268 (61 908) 220 (16 940) 7 (539)

Ammonium andMethylamine

275 20 53 (1060) 66 (3760) 41 (820) 5 (100)

250 20 66 (1320) 67 (4020) 670 (13 400) 8 (160)

225 20 114 (2280) 67 (4060) —d 12 (240)

200 20 111 (2220) 121 (6440) 738 (14 760) 18 (360)

100 20 76 (1520) 88 (5160) —d 100 (2000)

200 77 248 (19 096) —d —d 16 (1232)

HþBenzene

275 20 127 (2540) 119 (6080) 263 (5260) 5 (100)

250 20 129 (2580) 123 (6160) 82 (1640) 6 (120)

225 20 142 (2840) 124 (6540) 133 (2660) 10 (200)

200 20 225 (4500) 104 (5480) 258 (5160) 17 (340)

100 20 —b 75 (4080) 652 (13 040) 44 (880)

200 77 528 (40 656) 463 (106 953) —d 19 (1463)
aWhile gtol = 10-7 and number of energy and gradient evaluations in
parentheses. All calculations started out from a converged instanton at
T = 300 K, P = 20. bCalculation converged to a wrong stationary point
(all images in the reactant minimum). cCalculation converged to a
wrong stationary point (images interchanged during the optimization).
dNot converged.

Figure 3. Convergence behavior of the four different optimization
methods for ammonium and methylamine at T = 275 K. NR converges
almost quadratically. The convergence criterion of gmax = gtol = 10-7

is indicated by a thin horizontal line.
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P and gtol on the rates, in Table 3 we ignored this mode just as the
other six translational and rotational modes are ignored. If it were
included as a vibrational mode in the rate calculations, then its
low eigenvalue would cause numerical problems in automatically
designating the real zero eigenvalues in the eigenvalue spectrum
of the instanton Hessian, thereby compromising the rates. It is
worth noting at this point that the additional low mode was
handled well by the optimization algorithms.

V. DISCUSSION

We compared four different algorithms to optimize instan-
tons. The results clearly show that the NR algorithm is the most
promising one among those tested. Its near-quadratic conver-
gence results in only few optimization steps necessary to reach
tight convergence criteria. The convergence behavior is also
promising for applications to systems with significantly more
degrees of freedom. The methods are not restricted to sequential
cooling. Using analytic potentials, we achieved convergence even
with the TM method for a straight-line path as starting guess
(data not shown). In these cases, a Hessian from previous
calculations is not easily available. The results also point out
some problems which can be expected in instanton optimiza-
tions. These will now be addressed.

It is clear from Table 2 that the P-RFO fails to converge in a
number of cases. As a fixed-point iteration scheme, it sometimes
reaches a periodic cycle rather than actually converging to the
desired stationary point. This can be seen by plotting the
maximum gradient component against the number of iterations,
see Figure 4. In all cases except T = 100 K, a cycle is reached
rather than the gradient becoming smaller and smaller. This is
caused by a strong dependence of the P-RFO algorithm on an
accurate Hessian. In our approach, we only update the Hessian of

the individual images rather than recalculating it, which inevitably
leads to inaccuracies. Using the Powell update98 or no update
scheme at all leads to an even worse convergence (data not
shown). Recalculating the Hessian in each step would of course
be prohibitively expensive. Since the other algorithms, in parti-
cular NR, generally converge faster and more reliably, instanton
optimization with P-RFO is not recommended.

NR intrinsically converges to any stationary point, not neces-
sarily first-order saddle points. While in all results shown here, it
actually converged to the sought-after instanton; we observed
runs in which NR converged to different states. Especially at high
temperature, close to Tc, there seems to be a danger of the whole
path collapsing to the classical TS. This was observed here when
starting from the classical TS and searching for an instanton at
T = 300K in the case of malonaldehyde. A largerΔr for spreading
the images in the initial path resolved that problem.

Convergence to a collapsed path can easily be detected during
an optimization run by a steadily decreasing value of S0. Accord-
ing to eq 8, S0 vanishes for any collapsed path. In cases where NR
converges to a different stationary point than the instanton, the
TM algorithm is recommended as a backup solution.

In two cases, Hþ benzene at T = 100 K with the TMmethod
and the dimer method, the calculations actually converged to a
path collapsed to the reactant state, see Table 2. While this is also
a stationary point of SE, it obviously is no instanton. These cases
are less worrying, however, because the direct change from T =
300 K (starting point) to T = 100 K is rather extreme. Smaller
temperature intervals are recommended. Even at this large
temperature interval, however, NR converged well.

Convergence criteria are applied in our present implementa-
tion in the same unit system as the optimization being done, i.e.,
in mass-weighted coordinates with the mass of an electron as
unit. To assess which gtol is necessary to obtain the tunneling rate
with a given accuracy, we calculated the data presented in Table 3.
A criterion of gtol = 10-7 seems sufficient to ensure convergence
of the logarithm (basis 10) of the rate to within 0.01. For the
systems and the temperature (T = 200 K) studied here, P = 20
images are obviously sufficient, as the rate (at sufficiently small
gtol) is independent of the number of images. At lower tempera-
ture, however, the images become less equally spaced in config-
uration space. More and more images accumulate close to the
minima. In these cases, more images are required to achieve
converged rates as found in agreement with previous work.49 It
can also be seen from Table 3 that with more and more images,

Figure 4. Convergence failures of the P-RFO method for malonalde-
hyde at different temperatures.

Table 3. Error in the Logarithm of the Rates Compared to the
Tightest Convergence Criterion gtol and the Largest Number
of Images for Each Case (T = 200 K, NR)

gtol

P 10-5 10-6 10-7 10-8 10-9

Malonaldehyde

20 -0.05 -0.01 -0.01 0.00 0.00

39 -0.14 -0.15 0.00 0.00 0.00

58 -0.53 -0.00 0.00 0.00 0.00

77 -0.54 -0.10 -0.01 0.00 0.00

96 -0.19 -0.10 -0.01 0.00 0.00

Ammonium andMethylamine

20 -0.45 -0.01 -0.01 -0.01 -0.01

39 -0.20 -0.01 0.00 0.00 0.00

58 -0.18 -0.27 0.00 0.00 0.00

77 -0.19 -0.41 0.00 0.00 0.00

96 -0.20 -0.40 0.00 0.00 0.00

HþBenzene

20 0.14 0.25 0.01 0.01 0.01

39 0.18 0.31 0.00 0.00 0.00

58 0.17 -0.05 -0.01 0.00 0.00

77 0.10 0.31 0.00 0.00 0.00

96 0.21 0.29 0.01 0.00 0.00
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the rate becomes more sensitive to gtol. At 20 images, the rate is
already converged if gtol = 10-6 is used for malonaldehyde and
ammonium and methylamine.

The remaining error at nonperfect convergence can be due
to three sources, kinst = kS0 3 kharm 3 kSE, as apparent from eq 7 with
S0 (entering the rate as kS0 = (S0/(2πp))

1/2, SE (entering the
rate as kSE = exp(-SE/p), and all terms covering the quadratic
expansion of the potential around the stationary paths: kharm =
(1/QRS)(P0/βp)(1/(|Πi

0
λi|)

1/2). The latter causes the largest
effect. This is somewhat surprising as SE enters the rate exponen-
tially. The eigenvalues λi of the Hessian only enter under the
square root. However, numerical noise in the Hessian affects
most or all eigenvalues, which together apparently make a
noticeable contribution. Thus, it seems important to calculate
the Hessians of the images with high accuracy.

Finally, we discuss a property of the instanton path itself rather
than the optimization of it, namely corner cutting. Tunneling is
more efficient the thinner the barrier is. The relevant width of the
barrier is the width in mass-weighted (or any iso-inertial) coor-
dinates. Thus, movement of heavy atoms reduces the tunneling
rate more than movement of light atoms. This results in an
instanton path which, in many cases, deviates significantly from
the MEP, an effect known as corner cutting.27 An example is
demonstrated in Figure 5. The figure shows the N-N distance
plotted against one N-H distance of the ammonium and
methylamine system used in this work. All numbers are of course
calculated with semiempirical methods of limited accuracy.
However, the qualitative conclusions also hold with more accu-
rate methods. On the MEP, the nitrogen atoms approach each
other significantly (shortening of the N-N distance by 0.14 Å)
before the hydrogen atom is transferred. The movement of the
heavy atoms is more and more avoided the more important
tunneling becomes. At T = 100 K, the N-N distance decreases
by only 0.06 Å. This shortening of the effective tunneling path
comes at the expense of a higher energy of some images along the
instanton compared to the classical TS. However, it still results in
a larger tunneling rate than tunneling along the MEP.

VI. CONCLUSION

Wepresented a comparison of four newly implementedmethods
to search for instantons as saddle points on the Euclidean action
surface spanned by closed Feynman paths. NR turned out to be

consistently efficient and stable. The methods were tested at
various temperatures for three different small chemical systems
with tunneling hydrogen atoms.We applied semiempirical methods
to obtain the quantum chemical potential energies and forces.
However, preliminary tests showed that the same conclusions are
reached for density functional theory (DFT) calculations.

We will continue to apply these algorithms to chemically
relevant systems using more accurate quantum chemical meth-
ods. Preliminary results show that the methods are also applic-
able to enzymatic systems with many degrees of freedom de-
scribed by a QM/MM energy expression.99

The results of this work show that instantons can be optimized
rather efficiently. The geometry optimization generally requires
less energy and gradient evaluations than subsequent Hessian
calculations at each image, at least if the latter are done by finite-
difference calculations of gradients using the two-point formula.
Efficiency in the Hessian calculations can of course be gained by
using analytic Hessians instead. Additionally, it may be of interest
to find methods to calculate the rate using the Hessian at fewer
points along the instanton. Accuracy can be improved by
calculating the energies of the points along the instanton path
with a higher level of theory, while performing the optimization
and the Hessian calculations at the lower level. An additional
challenge in instanton theory is the issue that at lower tempera-
ture, more and more images of the discretized path tend to
accumulate at one end of the instanton path (the one with the
smaller slope of the energy along the path). Up to some point,
this can be accounted for by using more and more images. How-
ever, to apply instanton theory to really low temperature, or to
calculate the limit at T f 0, different schemes will have to be
developed.
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ABSTRACT: A new, fast, and efficient computational protocol for the accurate calculation of singlet-triplet magnetic splittings in
organic diradicals is tested and validated. This procedure essentially consists of three steps: the adoption of modified virtual orbitals
(MVO) and a mixed variational-perturbational approach (CSPA) are now combined with a third method that exploits the
reduction of the configurational space dimensions achieved by fragmentation/localization criteria. This innovative approach is
successfully tested on four different substituted m-phenylene bis(tert-butyl) nitroxides, which show paramagnetic behavior, by
computing singlet-triplet energy gaps and comparing them with their experimental counterparts.

1. INTRODUCTION

The multidisciplinary interest in organic di- and poliradicals1-7

stems from the many technological applications in which they are
involved, ranging from spintronics (as sensing, memory, or switch-
ing devices1,2,8-12) to soft matter (as contrast agents for mag-
netic resonance imaging, spin labels, or mediators for controlled
radical polymerization13-16). Among diradicals, many substituted
m-phenylene-bridged nitroxides have been synthesized and pro-
posed as stable paramagnetic materials by several groups.12,16-23

Besides being prototypes of organic paramagnetic compounds,
these species may be important as basic units of polyradical sys-
tems,16,17,23 thus being potentially appealing in the design of
magnetic devices or biologically relevant probes. A key feature in
molecular magnetism is clearly the singlet-triplet energy gap,
ΔEST. This quantity is not directly accessible by experiments, but
it can be derived through a numerical fit12,16,17,19-24 from the
temperature dependence of the magnetic susceptibility (χ) ob-
tained by superconducting quantum interference device (SQUID)
magnetometry. Unfortunately, at variance with antiferromagnetic
interactions, the sensitivity of thismethod to the values ofΔEST for
ferromagnetic materials in solution is rather small1,18,22,24 and of-
ten allows only for a determination of a lower limit of ΔEST,

22,24

rather than its actual value.
From a computational point of view, the calculation ofΔEST is

also challenging, due to the difficulties in defining a protocol pos-
sessing at the same time the required characteristics of accuracy
and feasibility. Furthermore, in diradicals where the magnetic
moieties are bridged by an unsaturated fragment, the coupling
between the spins of the two unpaired electrons is strongly affec-
ted by the presence of the bridge itself, and any attempt to calcu-
lateΔEST should take into account its presence explicitly. On the
one hand, computational convenience would suggest resorting to
Density Functional Theory (DFT), adopting the Noodleman
broken-symmetry method25,26 to calculate the magnetic splitting.
Thismethod, widely applied to inorganic and organic species,27-33

has been recently reviewed by several authors.33-35 However, its
theoretical foundation and robustness are rather questionable. On the

other hand, the more rigorous post-Hartree-Fock methods36-54

become rapidly unfeasible with the increase of the molecular
dimensions. Although computational feasibility would suggest
employing second order perturbationmethods, the neglect of the
interaction terms between the perturbers invalidates the accuracy
of the results and makes variational approaches much more
reliable. Among these, the Difference Dedicated Configuration
Interaction methods (DDCI and DDCI2)37,38,42 allow for a
remarkable reduction of the full CI space dimensions. Indeed,
theDDCI2 scheme42 is certainly less expensive, and it was recently
shown to yield reliable results for small organic diradicals.55,56

Nonetheless, some inaccuracies were reported in other cases,57

where better performances were obtained, for paramagnetic mole-
cules, with the adoption of the complete DDCI approach. How-
ever, the dimensions of the DDCI configurational space increase
very rapidly with the molecular size, and the direct application of
the DDCI scheme to large molecules remains unfeasible.

To circumvent this problem, a multilevel strategy has been
recently56,58,59 developed in our group. The new methodology
allows us to sensibly reduce the dimensions of the DDCI space
with a negligible loss of accuracy. Essentially, the approach con-
sists of three different steps. First, molecular orbitals are localized
onto different moieties, and those belonging to the fragments
outside the magneticþbridge moiety are neglected.56 In a second
step, computational advantages can also be obtained by the use of
modified virtual orbitals (MVOs), built adding extra charges to
the magnetic sites.58 Indeed, the size of the DDCI space can be
further reduced by neglecting excitations to high energy virtual
orbitals, and it has been shown58 that faster convergence can be
achieved if the virtual orbitals to be excluded are chosen among
the modified rather than the canonical ones. Finally, the use of
the Complementary Space Perturbative Approach (CSPA)59

allows for a further reduction of the dimensions of the variational
DDCI configurational space. In fact, only a small fraction of the

Received: October 21, 2010
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MVOs is considered in the variational treatment, whereas the
remaining part is handled through aM€oller-Plesset perturbative
approach. This protocol, recently tested on a diaryl-nitroxide
diradical,22,60 is here proposed and validated for a series of four
substituted m-phenylene-bridged tert-butyl-nitroxides.12,16,17,21

The paper is organized as follows: in the next section, employ-
ed methods are briefly reviewed and computational details are
given. Results are presented and discussed in section 3, while
main conclusions are drawn in the last section.

2. METHODS AND COMPUTATIONAL DETAILS

2.1. Methods. 2.1.1. DDCI. The minimal description of mag-
netic interactions in a diradical system can be given within the
four-dimensional configurational space obtained placing the two
unpaired electrons in two nearly degenerate molecular orbitals
(MOs) |φgæ and |φuæ. To obtain a more transparent physical des-
cription, one may localize the canonical MOs through a unitary
transformation into orbitals |φaæ and |φbæ, which can in turn be
used to generate the four basic configurations:

j1ΨA æ ¼ 1ffiffiffi
2

p ðj:::φaφbæþ j:::φbφaæÞ

j1ΨBæ ¼ j:::φaφaæ

j1ΨCæ ¼ j:::φbφbæ

j3Ψæ ¼ 1ffiffiffi
2

p ðj:::φaφbæ- j:::φbφaæÞ ð1Þ

Among the resulting states, |1ΨAæ and |3Ψæ provide the main
contribution to the singlet-triplet energy gap in weakly coupled
diradicals, since the ionic configurations (|1ΨBæ and |1ΨCæ) lie at
higher energies. Clearly, this basic configurational space alone is
insufficient to provide a reliable estimate of the ΔEST (ES-ET)
gap, and other classes of configurations should be considered. In
the DDCI and DDCI237,38,42 approaches, only those classes that
are expected to give a non-negligible contribution to ΔEST are
selected and employed during the calculation. Thus, besides the
four configurations reported in eq 1, DDCI includes all determi-
nants arising from single and double excitations from the mag-
netic to the virtual orbitals, together with double excitations from
the magnetic and core orbitals to the virtual orbitals, but in-
volving one single core-to-virtual excitation. All of these classes
are reported in Table 1, where differences between the DDCI
and DDCI2 approaches are underlined in the last two rows.
Further details can be found in refs 56 and 58-60 and references
therein.

2.1.2. Three-Step Procedure. Despite this selection, the size
of DDCI configurational space increases still rapidly with the
molecular dimensions, making a full variational approach with
the standard DDCI scheme unfeasible for large molecules. The
first step of the proposed protocol is based on fragment loca-
lization (step I):MOs are first localizedonto specificmoieties through
the Pipek-Mezey method,61 and only those belonging to the frag-
ments involved in the magnetic interaction (magneticþbridge
moieties) are retained for the DCCI calculation.55,56

Once the virtual orbitals (VOs) localized on the “external” frag-
ments have been removed, the Modified Virtual Orbital (MVO)
scheme58 is applied (step II) on the remaining VOs space. MVOs
are determined by the following eigenvalue equation:

ðF̂þ V̂Þφμ ¼ Eμφμ ð2Þ

where F̂ is the Fock operator for the restricted triplet state and V̂ is
a supplementary nuclear potential obtained placing some extra
charges qR at the positions RR, i.e.,

V̂ ¼ -
X
R

qR
jRR - rj

where the summation is restricted to those atoms bearing themag-
netic orbitals. The effective optimal supplementary charges were
determined in previous work,58,59 on the basis of the convergence
properties of the resultingMVOs in the DDCI2 or DDCI scheme,
resulting in qR = 1 or 2, respectively. More details about the
method can be found in the original paper.58 Here, it is worth
highlighting that the computed MVOs allow significant advan-
tages, in that those having the lowest εμ’s (see eq 2) are the most
involved in the spin-spin coupling, whereas decreasing effects are
observed with the increase of the orbital energy.
Finally, in step III, the CSPA approach59 is applied. In the

hypothesis that the interaction terms between the perturbers play
a major role inΔEST only for those configurations which involve
excitations to the lowest MVOs, the variational calculation is
performed only for a fraction of MVOs, while the rest of the
configurations is handled by a multireference perturbative treat-
ment, using the so-called barycentric M€oller-Plesset partition.
In this way, only a small portion of the MVOs (i.e., those at low
energy, thus more involved in themagnetic coupling) is active for
the variational calculation, but all of them are considered for the
(cheaper) perturbative calculation. A pictorial representation of
steps I-III is sketched in Figure 1.
2.2. Computational Details. All molecular structures have

been optimized in their triplet state at the DFT-UB3LYP/cc-pvdz

Table 1. Configurational Classes Considered within the DDCI Schemea

class description class42

N.2.0 the primary four-dimensional space (includes kinetic exchange)

N.1.1 single excitations from magnetic orbitals 1p

N.0.2 double excitations from magnetic orbitals 2p

N-1.3.0 single excitations from core to magnetic orbitals (related to superexchange) 1h

N-1.2.1 single excitations from core to unoccupied orbitals (include spin polarization) 1h þ 1p

N-2.4.2 double excitations from core to magnetic orbitals 2h

N-1.1.2 simultaneous excitations from core and magnetic to unoccupied orbitals 1h þ 2p

N-2.3.1 double excitations from core to magnetic and unoccupied orbitals 2h þ 1p
a Each class is labeled in terms of three numbers (first column) referring to core, magnetic, and unoccupied molecular orbitals. In the last column, the
corresponding notation proposed byCalzado et al.42 is reported. The configurational classes reported in the last two rows are not included in aDDCI2 scheme.
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level of theory using the Gaussian package.62 Unless otherwise
stated, all torsional potential energy surfaces have been computed
by optimizing all geometries with no symmetry restrictions but the
investigated torsional angles. The canonical molecular orbitals
were obtained by a ROHF calculation for the triplet state, using
the GAMESS code,63 with the 6-31G(d) basis set. The MVOs
were obtained using the Fortran program QUIOLA coded by the
authors, which interfaces the GAMESS output files with the
routine for the transformation of the integrals from the atomic
to the molecular basis set.55 The CI calculations were performed
using the CIPSI program,64-66 which has been rewritten59 in
order to improve efficiency and to manage the CSPA calculations.
In all CI calculations, all 1s core orbitals were always kept inactive
with occupation number 2 in all configurations.

3. RESULTS AND DISCUSSION

The singlet-triplet energy gap ΔEST was computed for a
group of substituted m-phenylene bis(tert-butylnitroxide) diradi-
cals, namely, m-phenylene bis(tert-butyl) nitroxide17 (compound
1), 4,6-bis(trifluoromethyl)-N,NA-di-tert-butyl-1,3-phenylenebis-
(aminoxyl)21 (2), biphenyl-3,5-diyl bis(tert-butyl-nitroxide)12,19,20

(3), and a polyethylene glycol (PEG) functionalized (pegylated)
bis(aminoxyl) diradical16 (4), whose structures and measured
singlet-triplet energy gaps are reported in Figure 2 and inTable 2,
respectively. Besides testing the proposed integrated strategy, our
aim is also to investigate the contributions toΔEST of the different
substituents. The following discussion has been thus separated for
each of the considered species.
3.1. m-Phenylene Bis(tert-butyl) Nitroxide. Diradical 1 is

the smallest prototype of m-phenylene bis(tert-butyl nitroxide)
diradicals, thus constituting an ideal candidate to test and validate

the computational procedure proposed in the present work. In
fact, despite its dimensions not allowing a complete DDCI
variational treatment, diradical 1 can be handled within the
CSPA approach without resorting to fragmentation schemes.
In particular, in view of the calculations to be performed on the
next larger compounds, it could be computationally advanta-
geous to substitute the tert-butyl moieties with methyl groups, in
the hypothesis that their contribution to ΔEST can be neglected.
With this aim, am-phenylene bis(methyl nitroxide) diradical was
optimized in two different geometries (see Figure 3). In the first
case (1a), a full optimization was performed directly on the small
methyl-nitroxide diradical, whereas the second geometry (1b)
was obtained by substituting a hydrogen atom with each of the
three methyl groups of a fully optimized geometry of the whole
diradical 1. In the latter case, only the hydrogen atoms were
reoptimized after substitution. Clearly, the former route is less
expensive, but it does not take into account small distortions of
bond lengths and angles introduced by the steric encumbrance of
the tert-butyl groups. In Table 3, some selected coordinates are
compared for the two geometries. It appears that only very small
differences can be found, among which the most noticeable is the
lengthening of the N2-C3 distance in diradical 1b, caused, by
the repulsion between the bridge and the tert-butyl groups. Since
ΔEST is an observable very sensitive to the chemical details of the
bridge, it could be of some interest to investigate if the (very
small) increase of the magnetic site-bridge distance contributes

Figure 1. Scheme of the multilevel protocol. (a) All MOs are first
localized into active (black) and external (red) fragments. (b) Step I:
MOs on external fragments are excluded from DDCI calculations. (c)
Step II: VOs are modified through MVO approach. (d) Step III: Only a
fraction of orbitals is treated variationally (blue window), while other
MVOs (green window) are taken into account through a perturbative
approach (CSPA) .

Figure 2. Substituted nitroxide diradicals studied in the present work.
(1)m-Phenylene bis(tert-butyl nitroxide);17 (2) 4,6-bis(trifluoromethyl)-
N,NA-di-tert-butyl-1,3-phenylene bis(aminoxyl); (3) biphenyl-3,5-diyl
bis(tert-butyl nitroxide);12,19,20 (4) pegylated bis(aminoxyl) diradical.16

Table 2. Experimental Estimates of the Singlet-Triplet En-
ergy Gap ΔEST, As Obtained from the Best Fit Theoretical
Curves of SQUID Data for Compounds 1-4 of Figure 2

diradical ΔEST (K) ΔEST (cm-1) ref

1 >300 >210 17

2 ∼80 ∼55 21

3 >350 >241 20

4 ∼650 ∼450 16
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to diminishing the interaction between the magnetic sites.
Furthermore, the capability of the proposed procedure to meet
chemical intuition and reproduce such small effects could be
considered a further proof of the protocol reliability.
Singlet-triplet energy gaps were computed combining MVO

and CSPA approaches, for the whole diradical 1 and the smaller
model in the two geometries 1a and 1b. All results are reported in
Table 4, together with the variational space dimensions (VSD)
and the CPU time employed, and in Figure 4, as a function of the
ratio (Var %) between the MVO active to the variational treat-
ment in the CSPA approach (VAVO), and the total number of
MVOs.
The calculations performed on the whole diradical were not

able to consider a DDCI variational space larger than 30% of that
subtended by all VOs, due to the excessive requests of both
memory and CPU time. However, it seems from the left panel of
Figure 4 that the reported values are near to converge around a
value of ∼290 cm-1. As far as the two smaller models are con-
cerned, it is evident that neglecting the small differences between
geometries 1a and 1b does have some consequence on the final
estimate of ΔEST, the former being larger (326 cm-1) than the

one expected for the whole original molecule. Conversely, if the
geometrical effects of the presence of the tert-butyl groups are
taken into account by adopting the b model route (see Figure 3),
the results obtained are very close (286.1 cm-1) to those found
for the whole diradical 1. It also appears from Table 4 that the
CPU time savings amply offsets the computational burden of
optimization route b. Furthermore, it is worth stressing that the
adoption of the CSPA approximation allows us to handle such
calculations at a reasonable computational cost, exploiting the
improved convergence rate of the CSPA corrected results. Indeed,
by looking at the right panel of Figure 4, where the full variational
limit is reported for the model compound (in 1b geometry), one
can see that only about 30% of the MVO can be treated at a
variational level, without losing much accuracy in the estimate of
the final results. This allows for a savings of almost a factor 20 on
CPU time. It may be worth stressing that the full variational limit,
obtained with a VAVO/MVO ratio of 100%, is exactly the same
value that could be obtained by employing all canonical virtual
orbitals in a completely variational calculation, as reported in the
orginal paper where MVOs were first proposed.58

Finally, our computational results can be compared with
experimental estimates reported for the whole diradical 1. Not-
withstanding, 1 is not fully persistent in solution (it isomerizes
into an aminiquinone imine N-oxide in a few hours). The depen-
dence of its magnetic susceptivity χ from the temperature was
measured, and an estimate ofΔEST > 300 K (210 cm-1) was given
by the authors,17 in fair agreement with the present theoretical
findings (∼420 K).
3.2. 4,6-Trifluoromethyl,m-Phenylene Bis(tert-butyl)-nitr-

oxide. Substitution of the of two hydrogens at positions 4 and
6 in the phenylene bridge with two trifluoromethyl groups leads
to the formation of diradical 2 (see Figure 2). In this case, the
modeling route based on replacing each tert-butyl group on theN
atoms with a methyl moiety must be handled with care, since its
effects on the minimum geometry are expected to be remarkably
larger than those found in the previous case, due to the steric
interaction between the tert-butyl groups and the trifluoromethyl
substituents of the bridge. In fact, as can be seen from Figure 5,
where the computed torsional energy surfaces are reported for
tert-butyl and the methyl nitroxides, it appears that the presence
of the larger substituent on N atoms dramatically alters the PES
profile, resulting in a nonplanar minimum geometry, with the
dihedral anglesΦ1 andΦ2 placed at 65� and 125�, respectively.
The dependence of the singlet-triplet gap in aromatic bridged
nitroxides from such torsional dihedrals is well-known, both
experimentally18,21,67,68 and theoretically.30,57 In particular it has
been found that distortions from planarity in meta substituted
aromatic bridges sensibly diminishes the stability of the triplet
state, eventually leading68 in some cases to a more stable singlet,
i.e., yielding antiferromagnetic behavior. For this reason, the model-
ing route b, discussed in the previous section (see Figure 3), has
been followed also in this case, substituting with hydrogen atoms
the methyl groups of the tert-butyl moieties in the minimum
energy nonplanar geometry, found for the whole diradical 2
(see panel a of Figure 5).
The three-step procedure has been applied on this latter

configuration. First, MOs have been localized onto three frag-
ments, namely, the m-phenylene bis(methyl)-nitroxide and the
two trifluoromethyls. Subsequently, the MVOþCSPA scheme
has been employed only on those MOs localized on the former
moiety, whereas those MOs pertaining to the CF3 fragments are
discarded. The resulting ΔEST's are reported in Table 5. By

Figure 3. Two different routes to obtain a model of diradical 1 (see
Figure 2 suitable for DDCI calculations. (a) tert-Butyl groups are first
substituted withmethyls (sub), and thereafter a full optimization (opt) is
performed. (b) The substitution is performed on the optimized geo-
metry of the whole diradical.

Table 3. Selected Internal Coordinates for the Two Opti-
mized Geometries of Model Diradicals 1a and 1ba

coordinate 1a 1b

O1-N2 1.276 Å 1.278 Å

N2-C3 1.407 Å 1.423 Å

C3-C4 1.409 Å 1.410 Å

O1-C5 2.721 Å 2.637 Å

O1-N2-C3 120.6� 117.6�
N2-C3-C4 121.6� 124.6�
N2-C4-C5 118.0� 116.0�
O1-N2-C3-C4 180.0� 180.0�

aAtom numbers refer to Figure 3.
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looking at these results, it appears that the singlet-triplet inter-
action is reduced by anorder ofmagnitudewith respect to diradical
1, due to the substitution of the trifluoromethyl moieties, whose
major effect is to displace outside the plane containing the aroma-
tic ring the oxygen atoms bearing the unpaired electrons. This
remarkable reduction is also in agreement with the experimental
findings. In fact, despite an unexpected antiferromagnetic behavior
being experimentally registered21 at room temperature, the triplet
state was found to be the most stable at very low temperatures,
where the minimum energy conformer is expected to be more
populated. In these conditions, a best fit estimate of 80 K
(∼55 cm-1) was reported21 for ΔEST, i.e., well below the lower
limit value of 300 K given17 for its parent homologue 1. It is also
worth pointing out that, thanks to CSPA, the computed value is
nearly converged by treating variationally only less than 20% of all
MVOs, thus allowing a remarkable savings of computational time.
3.3. Biphenyl-3,5-diyl Bis(tert-butyl Nitroxide). Diradical 3

is obtained from diradical 1 by substitution of a hydrogen atom,
placed in position 5 on the phenylene bridge, with a phenyl ring
(see Figure 2). As in previous cases, modeling route b has been

followed; i.e., the whole diradical has been first optimized, and
thereafter the methyl groups of the tert-butyl-nitroxides were
substituted with hydrogen atoms. Differently from compound 2,
this diradical retains a planar structure of the m-phenylene bis-
nitroxide moiety; that is, the oxygen atoms are coplanar to the
bridge aromatic ring. Conversely, the phenyl substituent in posi-
tion 5 is found at∼40� with respect to the bridge, so that a negli-
gible conjugation between the two rings is expected. The latter
observation allows us to apply the fragmentation procedure,
projecting out from the DDCI configurational space all MOs
localized onto the substituent phenyl ring. Computed ΔEST as a
function of the VAVO/MVO ratio is reported in Figure 6. As
in previous cases, convergence around a value of ∼300 cm-1 is
reached rather quickly, and a reliable estimate of the magnetic
energy gap can be obtained by applying a variational approach to
only 20-25% of the total number of MVOs, leaving the remain-
ing VOs for the perturbative correction of the CSPA.
The value obtained is again in agreement with experimental

estimates. Indeed, notwithstanding the first measures19 performed
on the R phase of diradical 3 crystal unexpectedly revealing a

Table 4. ΔEST Computed with the MVO/CSPA DDCI Scheme for the Whole Diradical 1 and for the Two Geometries of the
Smaller Model Di-Nitroxidea

target diradical (1) model diradicals (1a and 1b)

Var (%) VSD (103 det.) CPU time ΔEST (cm-1) VSD (103 det.) CPU time ΔEST
1a (cm-1) ΔEST

1b (cm-1)

10 573 2 days, 12 h 316.1 133 3 h 262.7 231.8

15 907 7 days, 13 h 311.9 267 12 h 332.8 295.5

25 1755 15 days, 7 h 300.3 439 23 h 322.6 287.4

30 2844 20 days, 12 h 296.2 648 1 day, 12 h 319.8 286.3

35 894 2 days, 1 h 318.2 284.7

40 1500 3 days, 13 h 318.5 284.6

50 1726 4 days, 13 h 318.7 284.9

55 2254 5 days, 15 h 323.0 285.2

100 5417 17 days, 12 h 326.5 286.1
aThe ratio VAVO/MVO is reported in the first column (Var %), while the dimensions of the DDCI space treated variationally (VSD, expressed in
number of configurations) appears in the second column.

Figure 4. ΔEST as a function of the VAVO/MVO ratio. Left panel: Singlet-triplet energy gaps are compared for the whole (1, red symbols) and the
model diradicals (1a and 1b). For the larger compound, results obtained without the CSPA correction are also reported with empty red circles. Right
panel: Convergence of the CSPA uncorrected (empty triangles) and corrected (full triangles) approach is compared for geometry 1b of the model
compound. The dotted line is the result of a complete variational treatment.
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diamagnetic nature, further investigations20 proved the existence
of a second (β) crystal phase, in which the triplet state was shown
to be the most stable. In particular, the antiferromagnetic response
of the crystal in theR phase was attributed to intermolecular inter-
actions between nitroxides of neighboring molecules, while an
intramolecular origin was inferred for phase β. In the latter case,
both crystallographic data (bridge-nitroxides planarity and 40.2�
intraring torsion20) and the best fit estimate of the singlet-triplet
gap (ΔEST > 350 K) are in agreement with our computed data
(39.5� and 431 K).
3.4. Pegylated Bis(aminoxyl) Diradical. The dimensions of

diradical 4 compelled us to choose a simpler model to represent
the polymeric substituent. Despite the effect onΔEST of both the
reciprocal orientation between the polymeric and magnetic
bearing moieties and the conformational mobility of the poly-
ethylene glycol substituent needing to be taken into account, the
aim of the present work is to test the sensitivity of the proposed
computational protocol to different substituents. For this reason,
only two models, in their fully optimized geometry, will be taken
into account for the calculation of the singlet-triplet energy
splitting of diradical 4. Besides the substitution of the tert-butyl
groups (which was again performed according to the aforemen-
tioned modeling route b), the polymeric chain was represented by
two alkoxyl substituents, namely (CH3O)(CH3)2C- (diradical4a)

and (CH3O)(CH3)(CH3CH2OCH2)C- (diradical 4b), whose
minimum energy conformations are shown respectively in panels
a and b of Figure 7. The two geometries are identical in their m-
phenylene moiety, whereas some differences can be spotted in
the relative orientation of the aliphatic substituents with respect
to the bridge. Indeed, in compound 4a, the oxygen of the
methoxyl group lies in the same plane as the aromatic ring,
causing the two methyls to be in symmetric position with respect
to the bridge. Conversely, in model 4b, the methoxyl group is
out-of-plane by ∼12�, and the polymeric fragment is nearly
perpendicular to the ring plane.
For both models, the same fragmentation scheme has been

applied, retaining for the DDCI calculations only those MOs
localized in the nitroxidesþbridge moiety. Computed singlet-
triplet magnetic splittings are reported in Figure 6 as a function of
the VAVO/MVO ratio.ΔEST’s are in both cases greater than the
one computed for diradical 3, with model 4b showing a slightly
larger value (= 490 K) thanmodel 4a (= 470 K). The agreement
with the experimental data16 is less satisfactory than for the first
three diradicals studied, even if the best fit estimate of ∼650 K

Figure 5. Torsional potential energy profiles for 4,6-trifluoromethyl, m-phenylene bis(tert-butyl)-nitroxide diradical 2 (panel a) and the 4,6-
trifluoromethyl, m-phenylene bis(methyl)-nitroxide diradical (panel b). Dihedrals Φ1 and Φ2 are indicated with blue arrows.

Table 5. ΔEST Computed with the Three-Step DDCI Scheme
for Diradical 2

VAVO/MVO (%) detors CPU time ΔEST (cm-1)

10 114676 5 h 21.9

15 239296 17 h 26.7

25 400116 1 days, 6 h 26.6

30 597136 1 days, 21 h 26.5

35 830356 2 days, 9 h 26.4

45 1099776 3 days, 3 h 26.3

50 1405396 3 days, 19 h 26.5

55 1747216 4 days, 22 h 26.5

65 1747216 5 days, 14 h 26.9

Figure 6. Singlet-triplet splittings ΔEST as a function of the VAVO/
MVO ratio, computed for diradical 3 (circles) and two different models
of diradical 4 (triangles and squares for a and b, respectively).
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given by Rajca and co-workers could be somewhat overestimated
(see note 17 in ref 16). However, it should be pointed out that,
besides not considering the whole polymer chain, the present
calculations do not include any dynamical effect, due to con-
formational mobility and/or interaction with the solvent, that
could affect the ΔEST value.

4. CONCLUSIONS

A new integrated strategy for an accurate calculation of
singlet-triplet magnetic splittings has been tested and validated.
The procedure essentially consists of three steps, where the MVO
and CSPA approaches, recently proposed by our group,58,59 are
now combined on a DDCI configurational space previously re-
duced by fragmentation/localization criteria. This approach has
been tested successfully on four different substitutedm-phenylene
bis(tertbutyl) nitroxides, which are experimentally known to
possess a stable triplet state.

The fragmentation schemes sensibly reduce the DDCI space
dimensions but still allow evaluation of the effect of different
substituents, as they are able to distinguish between very similar
models (e.g., model 4a and 4b). From a computational point
of view, the application of the CSPA scheme allowed us to
remarkably reduce the dimensions of the variationally treated
space without a sensible loss in the accuracy of the calculations.
More important, the optimal VAVO/MVO ratio (25-30%)
seems not to depend on the diradical under study and could
be confidently applied to larger systems. On the other hand, if a
priori, “chemical” models (e.g., the substitution of the tert-butyl
groups with smaller methyl moieties) are to be adopted, atten-
tion must be paid to the effect that such changes can introduce to
the target diradical geometry, as ΔEST was shown to be rather
sensitive to even small geometrical changes involving the bridge
connecting the two magnetic moieties.

Finally, considering the difficulties in the experimental estimate
of such a quantity, and the uncertainty that it is known1,18,22,24 to
affect the best fit procedure, the proposed computational route
could be considered as a powerful auxiliary technique for the
accurate determination of magnetic interactions.
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ABSTRACT:We investigate the electron transport between a scanning tunneling microscope tip and Si(100)-2� 1 surfaces with
four distinct configurations by performing calculations using density functional theory and the nonequilibrium Green’s function
method. Interestingly, we find that the conducting mechanism is altered when the tip-surface distance varies from large to small. At
a distance larger than the critical value of 4.06 Å, the conductance is increased with a reduction in distance owing to theπ state arising
from the silicon dimers immediately under the tip; this in turn plays a key role in facilitating a large transmission probability. In
contrast, when the tip is closer to the substrate, the conductance is substantially decreased because the π state is suppressed by the
interaction with the tip, and its contribution in the tunneling channels is considerably reduced.

’ INTRODUCTION

Surface states originating from dangling bonds (DBs) play a
pivotal role in providing active reaction sites1-5 with covalent
attachments and assisting conductance6-11 in electron transport.
For instance, the π/π* states induced from silicon surface
dimerization are of great importance for understanding the
conducting mechanisms.9,10 Moreover, such π-like states are
important in organic molecular electronics and have been
intimately associated with the formation of some particular
phenomena such as negative differential resistance (NDR) in
recent studies.12,13 In the theoretical research of Fan et al.,12 the
mismatch of the energy alignment between the nonlocal π* state
of the conducting molecule and the metallic lead states results in
NDR, while the NDRmechanism in the theoretical investigation
by Bevan et al.13 of a styrene adsorbed on a silicon substrate is
attributed to the bias-induced pulling of the π state of the
molecule out of the resonance window and into the band gap
of the silicon substrate.

The DBs of an unpassivated silicon surface can serve as
localized charge trap sites, and their corresponding energy levels
often appear within the band gap close to the Fermi level and
hence determine much of the electronic behavior of the surface.
Intense research has been devoted to exploring the functionality
of the DB in forming or characterizing reconstructed surfaces
both experimentally6-8 and theoretically.9-11 One area of heavy
interest is electron transport through crystallized surfaces with
DBs. Hata et al.6 presented a refined interpretation of images of
Si(100) produced by a scanning tunneling microscope (STM)
and attributed the typical high surface bias used to observe the

π/π* state to the influence of the adsorbed defects. Brown et al.7

found that the π/π* state shows different signatures in band
bending in the presence of positively charged defects when
imaging both filled and empty states. Recently, D’angelo et al.8

experimentally determined the metallic DB state of Si(111)-
7� 7 through a metal-to-insulator transition process induced by
Na adsorption.

In general, theoretical transport studies of DBs are performed
in two directions: along9 and perpendicular10,11 to the surface.
Much work has been done in these regards. Doumergue et al.9

reported theoretical results on the conductance along a DB line
stabilized on a Si(001)-2 � 1:H surface in two different config-
urations. They found that the DB line with a Peierls distortion
creates a small energy gap straddling the Fermi level compared
with that without the Peierls distortion. Theoretical investiga-
tions on vertical transport through silicon surface states refer
mainly to the simulations of an STM tip-sample interaction
image. Ono et al.10 found that the surface π states of the bare
silicon dimer dramatically influence the STM image on a hydro-
gen-terminated Si(001) surface. Jelínek et al.11 observed a sub-
stantial decrease of conductance during approach of the tip to the
Si(111)-7 � 7 surface and revealed that this unusual feature
results from the formation of the strong covalent bond between
the tip apex atom and the adatom on the surface. We conjectured
that such an abnormal conductance drop could also be observed
on a Si(001)-2 � 1 surface on which DB states π/π* were

Received: September 1, 2010
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considered to be localizedmainly on the silicon dimer atoms.6,14,15 To
explore such a possibility, in the present work, we investigated
the electron transport between an STM tip and Si(100)-2 � 1
surfaces with four distinct configurations by performing calcula-
tions using density functional theory and the nonequilibrium
Green’s function (NEGF) method.

’MODELS AND METHOD

To model the silicon surface, we adopted a slab structure with
the top layer containing three adjacent silicon dimer rows. Each
row, consisting of four silicon dimers together with eight under-
lying silicon layers, represented the reconstructed Si(100)-2� 1
surface. We considered four models for the Si(100)-2 � 1 surface,
which Figure 1b depicts: a fully hydrogen-terminated surface
containing three monohydride chains (S1), a purely clean surface
with buckled dimers (S2), both central silicon dimers A and B,
which are hydrogen terminated (S3), and a hydrogen-terminated
dimer A only (S4).

To reduce computational cost, we adopted two ultrathin semi-
infinite Ag nanowires as the source and drain electrodes, which
we connected to the STM tip and the silicon substrate, respec-
tively. The tip was modeled by a 14 silver-atom cone-shaped
structure, which was obtained by sharpening the terminal unit
cell of the source electrode neighboring the silicon substrate. The
lateral and bottom sides of the slab were terminated with
hydrogen atoms except for the four center silicon atoms on the
bottom side, which were coupled to the drain electrode. These
terminating hydrogen atoms were used to eliminate the unne-
cessary DBs of the silicon slab so as to create a chemical
environment similar to that of an actual Si(100)-2 � 1 surface.
Although partial surface oxidation cannot be ruled out under
experimental conditions, this surface model allows for the study
of the transport characteristics of dimer states in a well-defined
environment.11 We have used our models to successfully mimic
the flipping dynamics of bare dimers next to the H-passivated

dimers revealed by DFT calculation22 and experimentation.23

The details are shown in the Supporting Information. The
tip-substrate model is schematically shown in Figure 1a. We
performed a structural optimization with the first unit cell of the
drain electrode and the bottom four silicon layers of the slab, with
the other five layers of atoms of the slab fixed (in the absence of
the tip). We then located the tip always above the hollow site of
the two central silicon surface dimers (refer to A and B in
Figure 1b) in all four models and gradually moved it toward the
substrate. At each instant state after moving a distance, the
topmost four layers of the substrate were fully relaxed from their
presetting symmetrically reconstructed 2� 1 structure, with the
other parts fixed. From Figure 1b, we can see that for the S2, S3,
and S4 models, the initial presetting symmetrical silicon dimers
relaxed to favorable buckling structures owing to the approach of
the tip. During the geometry relaxations, the fifth layer of the
silicon slab was always kept fixed in its bulk configuration, which
acted as a reference to define the distance between the tip and the
substrate.

Our theoretical study of the Si(100) surface was performed
with the gDFTB16 code, which is an extension of the NEGF
method of electron transport via density-functional-based tight
binding (DFTB).17 This method allows an efficient treatment of
systems composed of a large number of atoms to high precision.
During the nonequilibrium process, the chemical potential of the
tip, μT, was kept at the equilibrium Fermi level of the source
electrode, while the chemical potential of the substrate was
shifted following the applied bias by μs = μT þ eVb. We
performed transport calculations by sampling only the Γ point of
the surface Brillouin zone.We included one unit layer of the drain
electrode neighboring the silicon substrate, as well as the 14
silver-atom tip and the nine atomic layers of the Si(100) surface
as the scattering region. The tunneling current of the system was
calculated on the basis of Landauer theory.18 Details on the
gDFTB implementation are available in a recent review.19

Figure 1. (a) Schematic diagram of the tip-substratemodel. The slab consists of nine silicon layers. (b) Top view of upper four layers of different silicon
slabs under the tip after relaxation: the fully hydrogen-terminated surface containing three monohydride chains (S1), the clean surface with buckled
dimers (S2), the two central silicon dimers, A and B, are hydrogen terminated (S3), and only dimer A is hydrogen terminated (S4). The yellow and white
balls are silicon and hydrogen atoms, respectively. The green ball represents the hollow site where the tip locates above. The upper layer atoms are bigger
balls, while lower layer atoms are smaller ones.
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’RESULTS AND DISCUSSION
During the geometric optimization, the upper layers of the

substrate were relaxed and reconstructed, which caused the
distance from the tip to the upper layers to be ill-defined. We

therefore fixed the middle layer of the slab during the relaxation
and defined a distance, dTS, between this layer and the tip as the
tip-substrate distance variable for the following presentation.
As shown in Figure 1a, the so-defined tip-substrate distance

Figure 2. (a) Equilibrium conductance of four models shown in Figure 1b as a function of the tip movement at Vb = 0.0 V. The inset plots the Mulliken
charges projected on the pz orbital of the two upper silicon dimer atoms on A and B also as a function of the tip movement at Vb = 0.0 V in S2. (b) I-V
curves of four silicon slabs shown in Figure 1b at different tunneling distances. The case at dmov = 0 Å is considered to be the switch point for alternative
tunneling mechanisms dominating the electron transport.



710 dx.doi.org/10.1021/ct1004998 |J. Chem. Theory Comput. 2011, 7, 707–712

Journal of Chemical Theory and Computation ARTICLE

transformed the ill-defined quantity into one that was well-
defined. With the dTS, we could perform tunneling calculations
with varied tip-substrate distances. So that the tip-moving
process is well explained, we defined the dTS = 9.04 Å model
as the static location dmov = 0 Å. At this location, the average
distance between the tip apex atom and the upper dimer atoms
on A and B is 4.06 Å in the clean surface model S2. With this
reference position, a positive dmov indicated that the tip was lifted
up, whereas a negative one meant it was dipping down. In this
paper, we consider five movements of the tip starting from its
original position (dmov = 0 Å).

Figure 2a represents a characteristic set of equilibrium con-
ductances as a function of the tip movement. It shows that at a
large tip-substrate distance, the conductance increases quickly
with the decrease of the tip-substrate distance and then under-
goes a sudden drop after dmov = 0 Å in the clean surface model S2.
It appears that the closer tip-substrate distance does not
increase the capability of tunneling for carriers but instead
strengthens the suppression of electron transport, although the
interatomic coupling should be enhanced between the tip apex
atom and the silicon surface atoms, especially the atoms of the
two central dimers A and B.

In the following, we uncover the origin of the electron
transport suppression by virtue of the local density of states

(LDOS) on the silicon atoms of dimers A and B in S2 at two
typical tip movement representatives, dmov = 0 Å and-0.25 Å, as
shown in Figure 3. Note that in both cases there are dimer-
derived surface states in the band gap known as π states.20,21 It is
clearly seen that the π state located at the atoms of the two
central silicon dimers A and B in S2 is greatly suppressed and is
pushed away from the Fermi level for the dmov varying from 0 Å
to-0.25 Å. The change of the localized DB π state on the dimer
atoms is induced by the tip proximity. To obtain an intuitive
image of such changes resulting from the tip-π interaction, it is
necessary to investigate the evolution of the frontier orbitals of
the silicon surface in the scattering region at different dmov values.
In our transport calculations, the Fermi level of the source
electrode is close to the occupied surface π states rather than
being in the middle of the gap. So the highest occupiedmolecular
orbitals (HOMOs) are the key states in determining the trans-
port behavior of the model at equilibrium and at low biases. As
presented in Figure 4, at the large tip-substrate separation dmov
= 0, the HOMO is localized mainly on the atoms of the two
central dimers A and B, showing a localized DB π character at
equilibrium in S2. When the tip further approaches the substrate,
the HOMO becomes delocalized, and this delocalization carries
further along the silicon surface and down to the lower layers of
the substrate rather than upward to the tip. Consequently, the

Figure 3. LDOS of silicon atoms on two central dimers A and B in S2 at dmov = 0 Å and dmov=-0.25 Å for zero bias. The red dashed line located at 0
indicates the Fermi level of the source electrode.

Figure 4. Evolution of the HOMO state on the silicon surface in S2 at two typical tip movement representatives dmov = 0 Å and dmov =-0.25 Å under
zero bias.
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projection of the charge on the DB π state to the transport
direction is reduced. It is known that the DB π-like state on such
a dimerized surface originates mainly from the pz bond orbital of
the silicon dimer atoms pointing normally to the surface plane.15

We also analyzed the variation of the Mulliken charges projected
on the pz orbitals of the two upper silicon dimer atoms on A and
B, which were closest to the tip apex atom in S2. As shown in the
inset of Figure 2a, there exists a sudden drop after dmov = 0 Å and
a monotonic loss tendency on the pz orbitals of the two upper
silicon atoms immediately under the tip with the approach of the
tip, hence limiting the tunneling through them.

Similar conductance behavior also appeared for models S3 and
S4 but not at all for S1. This is because the DBs were terminated
by hydrogen atoms with different coverage in the three models,
and the orbital hybridization around the hydrogen atoms and the
Si-H bonds was stronger and less delocalized than in the DB π
state. Thus, the transport suppression in S3 and S4 was not as
remarkable as that in S2. In S1, on the other hand, all of the DB
states were eliminated by hydrogen chemisorption, and there was
no longer a tip-π interaction. Consequently, the tip proximity
did not suppress transport.

For better clarity on how the DB π state suppression induced
transport discrepancies in the four models, we further performed
calculations under bias to obtain the current-voltage (I-V)
characteristics of all models. The I-V curves are presented in
Figure 2b. The plots are divided into two rows, which show quite
different characteristics. In the lower row of Figure 2b, the current of
the S2 model is always larger than that of the other models. The
order of the current magnitude is always I(S2) > I(S4) > I(S3) >
I(S1). At a positive dmov, the tip-π interaction is still not strong
enough to suppress the transport; meanwhile, the DB π state is
more widely expanded than the states around the hydrogen-
adsorbed dimer.10 As a result, the current of S2 is larger than that
of the other three models. In the first row at the negative dmov, the
current of S2 is obviously suppressed as a result of the tip-π
interaction increase, as mentioned in the equilibrium discussion.

On the basis of the above discussion, when dmov g 0, the
dominant tunneling should be from the widely expanded π state
of the surface dimers, whereas when dmov < 0, the strong
hybridization of the atomic orbitals around the Si-H bonds
should be the main contribution in the conducting channels.

’SUMMARY

We have studied vertical electron transport through an STM
tip to a Si(100)-2� 1 reconstructed substrate. The π states from
the silicon dimers immediately below the tip assist tunneling
primarily at large tip-substrate distances. However, theπ state is
delocalized when the tip approaches the substrate and leads to
transport suppression. Such suppression can be reduced or even
eliminated by hydrogen chemisorptions.
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ABSTRACT: A density functional tight binding (DFTB) scheme has been applied to functionalized silicon nanocrystals. Using an
analytic functional representation of DFTB parameters, the scheme has been used to compute the adsorption energies in the organic
functionalization of reconstructed Si(100) and H-terminated Si(111) surfaces of hundreds-of-atoms nanocrystals. We adopt an
ONIOM(QM:QM0) approach that corrects the overbinding of DFTB, obtaining nice agreement with high-level reaction energies
and structural configurations.

1. INTRODUCTION

The synthesis of bright, stable, water-soluble silicon nano-
crystals has opened the route to realistic biomedical applications
of functionalized silicon nanoparticles as cellular probes.1-3 The
recent chemical synthesis techniques allow for an excellent
control of nanoparticle size-dispersion, shape, and passivation
that allows a suitable design of their fluorescence properties.1 As
is well-known, the chemical environment plays the role of a key
agent that can deeply modify the nanocrystal electronic structure
and optical spectra. Oxygen-free silicon nanostructures, for
instance, alkyl-terminated nanocrystals, are characterized by a
strong photoluminescence, with high quantum yield, in the blue
spectral region.4 This new generation of blue-emitting, water
stable silicon nanocrystals makes them ideal candidates for appli-
cations in medical biosensing, in particular as fluorescent tumoral
markers.3,5,6 At variance with other compounds, such as CdSe
nanorods, silicon nanocrystals are nontoxic and biocompatible,
and this justifies the enormous interest in such materials.

On the theoretical side, several papers have been published on
the functionalization of silicon nanocrystals,7-9 but comprehen-
sive studies are still lacking. New integrated computational ap-
proaches are currently being developed to simulate the interac-
tion of silicon nanocrystals with biological systems. In particular,
many body and density functional approaches allow for the
description of few-nanometer structures, while huge, realistic
nanocrystals, functionalized by large organic molecules (such as
DNA fragments or organic dyes), have hardly been studied
because of the demanding resources required. A detailed descrip-
tion of the mutual interplay between the silicon nanoparticle
excited states and the energy levels of biological molecules can
lead to very promising results, with high impact technological
implications.

Density functional tight binding is a powerful approach that
has been receiving wide interest from the computational chem-
istry community, because of its reliable description of organic
molecules, as well as that of inorganic structures.10-15 The
method gives an accurate description of the core Hamiltonian,
better than the standard quantum chemistry semiempirical

approaches. Furthermore, it takes into account the charge trans-
fer in a self-consistent way (self-consistent charge density func-
tional tight binding), thus allowing for an accurate prediction of
covalent and ionic bonds. [The self-consistent charge density
functional tight binding is usually named SCC-DFTB. For the
sake of simplicity, we use in the whole paper the notation DFTB
for the SCC-DFTB approach.] The method has been used for
the description of organic molecules as a high level approach in a
QM/MMmultilevel scheme,12 or as a low-level method in QM/
QM0.16 A recent extension of the method to include third-order
expansion of the total energy has been shown to improve the
description of hydrogen-bonding interactions and proton affi-
nities of biological systems.17 Moreover, the time dependent
extension of the method (TD-DFTB) is becoming a very power-
ful and reliable tool to calculate the spectroscopic properties of
biological systems and nanomaterials.18,19 Another important
field of application is in solvation effects and simulations of mole-
cules in solution.20

In all of these issues, the calculation of the forces is very chal-
lenging, and the availability of explicit, analytic gradients is in
most cases an invaluable tool in speeding up the procedure. This
motivated us to do an analytic fitting of DFTB parameters for
applications to nanomaterials.

In this paper, an analytic formulation of DFTB parameters for
silicon-based materials is provided. The first part of the paper is
devoted to the description of the fitting procedure of a tabulated
set of DFTB parameters involving silicon, with a presentation of
the results of the fitting. In the second part, the method is applied
to the description of functionalized silicon nanocrystals and is
checked against more accurate results. Among the many possible
applications, we show how DFTB can be used together with
density functional theory in a multilevel approach, based on an
ONIOM scheme,21,22 for a high-level description of hundreds-of-
atoms functionalized silicon nanocrystals. It will be shown that
the results obtained using ONIOM are very accurate, both in
terms of the geometry and in terms of the energetics.

Received: October 25, 2010
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2. THE METHOD

Semiempirical tight binding approaches have been used for
several years in the field of materials science.23 The transferability
of the parameters from the bulk to nanostructures made it a
simple and transparent framework for describing the electronic
properties of hundreds- to thousands-of-atoms systems.24,25

However, the lack of reliable interaction parameters to represent
the organic molecules was the main drawback of this approach,
which was unfit to model hybrid organic-inorganic structures.
With the progress of synthesis techniques and the use of nano-
structures in realistic biotechnological applications, the theore-
tical problem has moved from the description of free-standing
semiconductor nanocrystals to their interaction with an external
organic environment, and the use of different, more reliable
computational tools was required.

Quantum chemistry semiempirical approaches, such asMNDO,
AM1, and PM6,26 offer an invaluable tool for structural optimiza-
tions and reaction path descriptions of thousands-of-atoms struc-
tures. More accurate than classical force field models in all situa-
tions involving the breaking and formation of chemical bonds,
semiempirical methods are very useful in characterizing organic
molecules and small clusters. But the parametrization of the core
Hamiltonian is often oversimplified. At variance with semiempi-
rical approaches, DFTB furnishes a more complex parametriza-
tion of the core Hamiltonian that can lead to a more accurate
treatment of the excited states, especially in complex environ-
ments like semiconductor nanocrystals.

DFTB is a method derived by a second-order expansion of the
exact DFT Hamiltonian with respect to the electronic charge
density variations.27 The method is based on a minimal param-
etrization of the core Hamiltonian, where the onsite parameters
(onsite energies, Hubbard terms, spin-spin interaction terms)
are calculated from isolated atoms.28 For the two center param-
eters, contracted Slater-type atomic orbitals are obtained from
the solution of the Kohn-Sham equation for free atoms, where a
confining potential is added to mimic the presence of a molecular
or solid state environment. From the Slater-type atomic orbitals,
the overlap integrals are calculated as a function of the atom-
atom distance. Instead, the contracted atomic densities are used
to form the interatomic potential of a diatomic molecule,29

whose matrix elements with the contracted orbitals give the
two-center interaction terms of the core Hamiltonian.30 Repul-
sive interatomic energy Erep takes into account the exchange-
correlation contributions that are not included in the core
Hamiltonian, in the self-consistent charge contribution, or in
the spin-spin interaction terms.15 It is written as a sum of two-
body potentials Vrep and is obtained by comparison to DFT total
energies. The parametrization of the repulsive term is a delicate
point of the scheme. In particular, it strongly depends on the
exchange-correlation functional chosen as a reference (GGA,
B3LYP...) and determines the goodness of a DFTB parametriza-
tion. Automatic fitting schemes have been proposed in the
literature, with the hope of providing a unique potential able to
describe most of the features of interest (vibrational spectra,
geometries, reaction path energetics, proton affinities).31

The method is competitive against semiempirical models for
biological systems, where it has been used with a remarkable
success.16,28,32 For semiconductor nanocrystals, DFTB keeps the
advantages of semiempirical tight binding for huge structures. It
has been applied for time dependent calculations of excited state
properties of silicon nanocrystals.33,34 Recent efforts propose

DFTB parametrizations that can be applied as well to periodic
systems, showing that the method is able to fairly reproduce the
band structures.35,36 Thus, if well parametrized, the method is
virtually able to cover a wide range of systems, from molecular
systems to thousands-of-atoms structures, from nanowires to
slabs to bulk systems. But, as a matter of fact, the quality of the
results depends on the parametrization.

A common benchmark used to check the validity of a parame-
trization to describe semiconductor nanostructures is the pre-
diction of the optical gap as a function of the size.24 In Figure 1,
the highest occupied molecular orbital (HOMO) to lowest
unoccupied molecular orbital (LUMO) energy gap is reported
for a set of silicon nanocrystals, upon increasing their size. The
energy gap was calculated using DFTB and PM6. As a compar-
ison, experimental data of optical gaps for small- and medium-
size nanocrystals are shown, together with the indirect gap of
bulk silicon. The calculations have been done using the Gaussian
package,39 with the pbc-0-3 set of parameters for DFTB.40 The
nanocrystals were built cutting silicon clusters of spherical shape,
with a silicon atom in the center, and terminating all the surface
atoms with hydrogen.25 To have an idea of the number of atoms,
Si705H300 is the largest nanocrystal here considered (3 nm
diameter), while Si191H148 corresponds to a 2 nm diameter
nanocrystal. Figure 1 shows that this set of parameters nicely
reproduces the gap energies for silicon nanocrystals. The DFTB
results cross the experimental data, and they tend to the correct
limit of the indirect band gap of bulk silicon. It is known that for
small molecules the correlation effects can be significant, and the
experimental gap, measured from the absorption threshold or
photoluminescence spectra, usually differs from the HOMO
-LUMO gap. But such a difference becomes negligible upon
increasing the size, and for huge nanocrystals, the HOMO-LU-
MO gap represents quite an accurate estimation of the absorp-
tion threshold. The main result is that DFTB reproduces the
right trend of the energy gap versus the size. On the contrary,
the accuracy of PM6 is significantly reduced upon increasing
the nanocrystal size, and for hundreds-of-atoms structures, the
results are several electronvolts far from the bulk limit.

It is known from the literature that a minimal basis set can
hardly reproduce the bulk silicon conduction bands, and either

Figure 1. The energy gap of silicon nanocrystals as a function of their
size. DFTB and PM6 results are respectively indicated in black circles
and red squares. Experimental data for small-37 and medium-size38

nanocrystals are shown as blue crosses and green plus symbols. The lines
are guides for the eyes.
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an extended basis set41 or a three-center parametrization24 is
needed for an accurate reproduction of the band structures.
Figure 1 demonstrates that, while PM6 is unable to reproduce the
electronic spectra, going to a large energy gap for huge nano-
crystals, DFTB can be used for UV/vis spectra calculations, since
it yields the correct trend of the energy gap with the size.
Nevertheless, a quantitative treatment of the excited states can
be performed only after an improvement of the DFTB parame-
trization, which has to furnish accurate band structures for the
bulk limit, as has been recently shown with TiO2 and ZnO
parametrizations.35,36 Work along these lines is in progress.

3. DFTB ANALYTIC PARAMETRIZATION

A version of the DFTB method was recently implemented
in the Gaussian package,39 based on the analytic fitting of the
Hamiltonian and overlap matrix elements, as well as that of the
interatomic repulsive term.13,15 The great advantage of using an
analytic formulation of DFTB parameters consists in having a
functional form for the energy gradients and Hessians, which do
not need to be calculated numerically.32,42,43 Starting from an
existing parametrization, we performed an analytic fitting of the
tabulated DFTB parameters (Hamiltonian, overlap, and repul-
sive potential) adopting a functional representation implemen-
ted in Gaussian.

We used the pbc-0-3 set of parameters.40 The Si-Si param-
eters were initially developed by Frauenheim et al.44 They were
later modified by Sieck to include a self-consistent charge con-
tribution.30 As we show in Figure 1, this parametrization
describes free-standing silicon nanocrystals well. But the method
only gives qualitative results for organic molecules. We thus
integrate the parameters of Si-Si and Si-X interactions, to the
set already present in Gaussian,39 which is more accurate in
describing biological systems.16 In the original DFTB set of
parameters, the overlap and Hamiltonian matrix elements are
tabulated for a dense mesh of interatomic distances. Instead, the
repulsive potential is represented using a collection of cubic
splines. Cubic splines are not a good approach for the calculation
of Hessians, because of piecewise linear functions in the second-
order derivatives. For this reason, automatic procedures to calcu-
late the repulsive potentials were recently proposed, with the use
of higher-order splines, to get sufficiently smooth functions to
adequately reproduce the Hessian.31 The use of an analytic
functional form overcomes this problem, with smooth second-
order derivatives.

We used the following functional form, implemented in
Gaussian, for the fitting:

FðRÞ ¼
X10
i¼ 1

Ci expð-RβiRÞ ð1Þ

The fitting scheme was based on a trust region algorithm to
obtain a starting estimation of the solution, followed by a
Levenberg-Marquard algorithm to reach high precision results.
The procedure was repeated starting from several initial config-
urations, in order to minimize the dependence on the starting
guess. As an example of the accuracy of our results, we report in
Figure 2 the overlap and Hamiltonian Si-Si sp matrix elements,
and the repulsive potential, according to the tabulated set of
parameters, and calculated using the fitted values. We also report
in the insets the error, defined as the difference between the
curves. The redundant functional form reported in eq 1 produces

artificial oscillations at large interatomic separation. As much as
we could, we reduced the oscillating behavior near the cutoff
radius (see Figure 2), but the oscillations cannot be fully deleted.
A major problem related to them is the presence of a disconti-
nuity at the cutoff radius that leads to divergences in the calcu-
lation of energy gradients. In order to solve this problem, beyond
a given value (chosen at 0.85Rcutoff), in the Gaussian package,39

the analytic expression in eq 1 is multiplied by a polynomial
function that makes the curve smoothly tend toward zero.

In Table 1, the root-mean-square errors are reported for the
Si-X (X = Si, C, H, O, N) DFTB parameters. It can be observed
that the fitting scheme works better for overlap and Hamiltonian
matrix elements, while for the repulsive potential, the errors are
slightly larger, albeit still satisfactory. We checked the analytic
parameters against the tabulated ones for several molecules and
found accurate geometries and total energies. We underline that
the use of a functional form for the parameters does not modify
the quality of the results, which are uniquely determined by the
tabulated parametrization described in the literature.30

4. RESULTS

In this section, a few applications of the method for functio-
nalized silicon nanocrystals are reported. First, we studied the
adsorption of organic molecules on the Si(100) surface of silicon
nanocrystals with increasing size. We take as a case study the
1-amino-3-cyclopentene (ACP) adsorption, which is a significant
example of [2 þ 2] cycloaddition of a cyclic organic molecule
with an amino group, on the Si(100) reconstructed surface.45

The results have been much debated in the literature, especially
in regard to their unexpected difference, even within density
functional theory, upon changing the basis set, the exchange-
correlation functional, the model used to simulate the system.
Non-negligible variations of the energetics were reported when
moving from pseudopotential to all-electron basis sets, from
GGA to B3LYP functionals, and from cluster to periodic surface
models.45,46 Nevertheless, the PBE0 exchange-correlation func-
tional has been shown to give reaction path energetics compar-
able to MP2 results.46 We thus performed DFT calculations
using Gaussian,39 with the PBE0 functional and the recently
developed N07D basis set.47

We first considered the ACP adsorption on the small nano-
crystals previously studied in the literature, Si9H12 and Si29H32;

45

then we increased the nanocrystal size. But, instead of simply
choosing a spherical shape, with lots of single-bonded silicon
atoms at the surface, we chose a more compact shape and a
smaller number of H terminations. The nanocrystals are fully
H-passivated except for a Si-Si dimer on the (100) surface. In
Figure 3, the ACP-functionalized silicon nanocrystals are shown
for several sizes.

For small nanocrystals, we performed PBE0/N07D calcula-
tions, and a direct comparison with DFTB calculations was
possible. The results are reported in Table 2. We found that,
while DFTB correctly reproduces the geometry, the adsorption
energies are more than 10 kcal mol-1 too large in absolute value.
The tendency of DFTB to overbind is known in the literature, as
well as its accuracy in reproducing molecular structures.48,49 In
the present case, the systematic error could be due to the pure
exchange-correlation functional used as a reference in the param-
etrization. In order to determine the origin of the overbinding,
we performed local spin-density calculations (LSDA) for small
nanocrystals, using the N07D basis set, and report the results in
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the last column of Table 2. There is nice agreement with DFTB;
the adsorption energies correspond within 2 kcal mol-1. Thus,
the DFTB error could have been inherited by the well-known
LDA overbinding.46,50

An interesting improvement consists in performing ONIOM-
(QM:QM0) calculations, with DFTB as a low-level approach and
density functional theory as a high-level method, as recently
proposed for the study of enzymes.16 Previous ONIOM calcula-
tions have shown that it can be a powerful approach to the des-
cription of functionalized silicon surfaces.51 We used DFT
PBE0/N07D for high-level calculations on the model system
and DFTB in its analytic formulation for calculations on the real
system. According to the ONIOM scheme, the DFT total energy
of a huge functionalized silicon nanocrystal is estimated as

ΔEONIOM ¼ ΔEDFTBðRÞþΔEDFTðMÞ-ΔEDFTBðMÞ ð2Þ

In the previous equation, R is the real system (ACP on the whole
nanocrystal), while M is the model system, constituted by ACP
and the nanocrystal active site.

A delicate point in using ONIOM approaches consists in the
choice of the model system. In the present work, it is constituted
by the organic molecule, ACP, and the smallest cluster here
considered, Si9H12. In Figure 4, we graphically report the
ONIOM scheme for ACP on Si158H96. The part used for the
model system is highlighted; the remaining part of the nano-
crystal is only calculated within DFTB. We report in Table 2 the
results obtained for several nanocrystals. It can be noted that the
ONIOM approach represents a large improvement over DFTB.
For both the nanocrystals that we used for the comparison,
Si29H32 and Si33H32, the relative error in the energetics decreases
from about 21-24% to 1-2%, with an absolute error smaller
than 1 kcal mol-1. In particular, the ONIOM approach works
better for the more compact nanocrystal Si33H32. It is interesting
that, while DFTB adsorption energies are almost independent of
the size (small to big) and the shape (decrease of H termi-
nations), the ONIOM approach allows for the recovery of a
dependence on the size and shape that is in good agreement with
PBE0. Moreover, as expected, the adsorption energy changes
very little for the largest nanocrystals. The adsorption energy
limit has a value that is in fair agreement with PBE0 results.

In Table 3, the main structural data are reported for the
optimized configurations of ACP on Si29H32. The geometries
have been obtained using DFTB, PBE0/N07D, and the ONIOM

Table 1. Root Mean Square of the Difference between the
Analytic Fitting and the Original Set of Parameters, for
Overlap, Hamiltonian Matrix and Repulsive Potential
(Energies in Hartree)

Si-Si Si-C Si-H Si-O Si-N

S 2.0� 10-5 9.0� 10-6 5.1� 10-6 3.1� 10-6 3.2� 10-6

H0 2.1� 10-5 1.0� 10-5 8.9� 10-6 9.5� 10-6 4.3� 10-6

Vrep 1.4� 10-4 5.6� 10-4 6.8� 10-5 1.3� 10-4 1.6� 10-4

Figure 2. Some results obtained applying the fitting scheme to Si-Si parameters. The overlap and Hamiltonian matrix elements for the sp interaction,
and the repulsive potential, are shown as a function of the interatomic distance. Black solid lines refer to the pbc-0-3 tabulated parameters.30,44 Red dashed
lines are the curves obtained as a result of the fitting. The errors, defined as difference between reference data and fitted values, are reported in the insets.
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approach previously described. In agreement with the literature,
we find that DFTB is a valid tool to perform fast structural
optimizations, with a fair agreement with a high-level approach.
Indeed, the errors are smaller that 0.02 Å for the lengths, and 1�
on the angles, with respect to the PBE0 calculation. The slight
underestimation of the Si-C distances is an artifact of the DFTB

overbinding, and it could be overcome by an improved param-
etrization. Using the ONIOM approach as described above, the
errors decrease dramatically, becoming smaller than 0.004 Å for
the distances.

To conclude, it is worth noting that, using just a few silicon
atoms for the model system, the ONIOM approach yields results
comparable to full DFT/PBE0 calculations, proving geometries
and energies for hundreds-of-atoms nanocrystals, with a much
lighter computational effort.

As a second case, we studied the adsorption of an allylamine
molecule on the Si(111) surface, whose interest for DNA sensing
is huge.52,53 In particular, the functionalization with a propy-
lamine chain was studied upon increasing the H-terminated
Si(111) surface area and depth. At variance with the first case
(ACP on silicon nanocrystals), the clusters have beenmodeled to
be almost conically shaped, in order to represent a piece of a
surface. Just like before, we studied the smallest cluster, Si4H10,
then Si16H28, and, finally, a hundreds-of-atoms cluster, Si109H88.
The results are reported in Table 4.

Also in this system, there is an overbinding of DFTB with
respect to PBE0/N07D, with a large relative error.We performed
LSDA calculations, to see whether in this case there is agreement
with DFTB, too. As reported in Table 4, the trend is confirmed,
but in this case, DFTB results show a larger overbinding than
LSDA. In order to understand the role of the different interaction
terms in DFTB, we performed some calculations on small sys-
tems, from which it emerges that the main source of error could
rely on the parametrization of the Si-C repulsive term.

Figure 3. ACP adsorption on Si33H32, Si82H60, and Si158H96.

Table 2. Adsorption Energies for a [2 þ 2] Cycloaddition
Reaction of ACP on the Si(100) Surface, for Several Nano-
crystals of Increasing Size [Energies in kcal mol-1]

DFTB ONIOM PBE0 LSDA

Si9H12 -60.99 -47.29 -59.51

Si29H32 -60.45 -47.80 -48.88 -61.12

Si33H32 -60.52 -49.33 -49.98 -62.22

Si82H60 -60.51 -50.06

Si158H96 -60.46 -50.13

Figure 4. ACP functionalization of Si158H96. The part highlighted in the
picture constitutes the model system used for ONIOM calculations.

Table 3. Optimized Geometry for the Adsorption of an ACP
Molecule on Si29H32

a

DFTB ONIOM PBE0

Si(1)-Si(2) 2.348 2.348 2.345

Si(2)-Si(3) 2.344 2.362 2.358

Si(1)-C(1) 1.947 1.956 1.959

C(1)-C(2) 1.56 1.583 1.582

Si(3)-Si(2)-Si(4) 111.6 110.6 111.1

Si(1)-C(1)-C(2) 101.7 101.3 101.2
aThe lengths are in Å, the angles in degrees. Labeling of atoms follows
Festa et al.45
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Just like before, we applied an ONIOM(DFT:DFTB) app-
roach, where both the chain and the minimal cluster (Si4H10)
form the model system. Figure 5 illustrates the use of ONIOM
in this situation, and the conical shape that we used to model
the surface. In this case, the number of atoms in the model
system is so small that the ONIOM calculations are extremely
fast. Even in this system, the ONIOM approach largely corrects
the DFTB overbinding, with an absolute error smaller than
1 kcal mol-1.

5. CONCLUSIONS

An analytic parametrization of DFTB has been proposed for
Si-based materials, on the grounds of the DFTB method imple-
mented in the Gaussian computational suite. The method allows
the description of thousands-of-atoms structures, in particular,
the organic functionalization of silicon surfaces and nanocrystals.
As an illustration of the method, we applied the method to the
adsorption of ACP on the (100) surface of Si nanocrystals, and
the propylamine functionalization of Si(111) surfaces. We found
an overbinding in the energetics of about 10 kcal mol-1 andmore
than 20 kcal mol-1, respectively. Nevertheless, using an
ONIOM(DFT:DFTB) approach with only a few atoms close
to the nanocrystal active site, good agreement with DFT/PBE0
results is gained, with a drastic decrease of the relative error, and
an accuracy better than 1 kcal mol-1 on the adsorption energies.
Work along an improvement of the parametrization, and the use
of the ONIOM approach for the study of huge functionalized
silicon nanostructures, is in progress.
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ABSTRACT:We investigate the comparative stability of sp2 bonded planar hexagonal boron nitride (h-BN) nanoribbon (BNNR)
edges, using first principles calculations. We find that the pristine armchair edges have the highest degree of stability. Pristine zigzag
edges aremetastable, favoring planar reconstructions [in the form of 5-7 rings] that minimizes the energy. Our investigation further
reveals that the pristine zigzag edges can be stabilized against 5-7 reconstructions by passivating the dangling bonds at the edges by
other elements, such as hydrogen (H) atoms. Electronic andmagnetic properties of nanoribbons depend on the edge shapes and are
strongly affected by edge reconstructions.

1. INTRODUCTION

The area of research on two-dimensional material has seen
tremendous growth in the past few years, driven by fundamental
physics as well as potential next generation device applications.
Although graphene has been the frontrunner until now,1,2 single
layer hexagonal boron nitride (h-BN) and it's hybrids with gra-
phene have drawn a great deal of attention of late.3-6

Similar to graphene,7,8 single (or a few) layers of h-BN sheets
have been prepared using micromechanical cleaving and chemi-
cally derived routes.9,10 One-dimensional nanoribbons of gra-
phene11 and h-BN12 have also been successfully synthesized. Due
to novel electronic and magnetic properties,1,2,13-16 nanorib-
bons are of great interest. On the basis of the shape, edges of
nanoribbons can be classified as zigzag and armchair, as shown in
Figure 1a and b, respectively. Electronic and magnetic properties
of the nanoribbons depend on edge shapes.1,4,5 Thus, determin-
ing the stability of different edges is crucial for the purpose of
technological applications of nanoribbons in future generation
devices.

Structural instabilities at the edges and resulting reconstructions
are well-known in graphene nanoribbons.17-22 Certain re-
constructions are found to induce compressive stress along the
edge, which is released by warping of the nanoribbon.22 The sta-
bility of various different edges of graphene nanoribbons can be
controlled by experimental conditions and depend on the nature
of edge passivation.19 As reported by Koskinen et al.,18 edge re-
constructions are also self-passivating for metastable unpassivated
zigzag graphene nanoribbons and lower the edge energy. Sur-
prisingly, the stability of BNNR edges has hardly been discussed
in the literature. Although Ding et al.23 have studied the pristine
BNNR edges as a function of H-passivation, to the best of our
knowledge, the possibility of self-passivating edge reconstruc-
tions in h-BN nanoribbons remains unexplored.

In this work, we report a comparative study of the stability of
different edges of h-BN nanoribbons. Other than the regular pris-
tine armchair and zigzag edge, we also consider a reconstructed
edge, made of 5-7 rings. Such reconstructions create homoele-
mental B-B and N-N bonds [see Figure 1c], which are higher

in energy than the B-N bonds and thus unfavorable.24 Hence,
unlike graphene nanoribbons (see previous paragraph), 5-7
reconstructions are not guaranteed to lower the edge formation
energy of unpassivated zigzag BNNR, and we investigate whether
they can be self-passivating in the latter. Other than the self-
passivating reconstructions, nanoribbon edges can also be stabi-
lized by saturating the dangling bonds with other elements, such
as H atoms.19 Our study also reveals how H-passivation affects
the stability of various different BNNR edges: pristine and 5-7
reconstructed.

This paper is organized as follows. We describe computational
details in section 2. Themain findings of our work are reported in
section 3. First, we discuss the edge stability of nanoribbons:
unpassivated BNNRs in section 3.1 and H-passivated BNNRs in
section 3.2. We present a comparison between graphene and
h-BN nanoribbons in section 3.3. Keeping in mind the impor-
tance of the electronic and magnetic properties of nanoribbons,
we briefly describe how they are affected by the edge reconstruc-
tions in section 3.4. The paper is concluded in section 4.

2. METHOD

We use first-principles calculations as implemented in the
PWSCF code,25 with a plane-wave basis set and ultrasoft pseudo-
potential, and the electron exchange-correlation is treated within
a generalized gradient approximation (GGA), as described by
Perdew et al.26 We use an energy cutoff for the plane-wave basis
for wave functions (charge density) of 40 (400) Ry. Nanoribbons
are simulated using a supercell geometry, with a vacuum layer of
∼15 Å between any two periodic images of the BNNR. A k-point
grid of 1 � 12 � 1 k points (periodic direction of the ribbon
along the y axis) is used for sampling Brillouin zone integrations.
The length of periodicity L [3a, (3a)1/2, and 2 � (3a)1/2 for
pristine armchair, pristine zigzag, and edge reconstructed zigzag,
respectively] is fixed according to the equilibrium lattice param-
eter of h-BN (a = 1.45 Å). We allow the structure to fully relax
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until the force on every atom is less than 10-3 Ry/au and total
energy changes are smaller than 10-4 Ry.

We analyze the stability of edges by comparing the edge for-
mation energy per unit length, defined as

Eedge ¼ 1
2L

Etot -NBNEBN -
NH

2
EH2

� �
ð1Þ

where Etot, EBN, and EH2
are the total energy of the nanoribbon

supercell, the energy of a BN pair in bulk h-BN, and the energy of
theH2molecule;NBN (NH) is the number of BNpairs (H atoms)
in the nanoribbon [NH = 0 for the unpassivated BNNRs]. L is the
periodic length along the ribbon axis, and the factor 2 in the
denominator accounts for the two edges present per repeated
unit. Since BNNRs have asymmetric edges [other than the arm-
chair nanoribbon; for example, compare Figure 1a and b], periodic
boundary condition gives rise to an artificial electric field across the
width of the ribbon. Dipole correction, as implemented in the
PWSCF code,27 is employed to cancel this artificial field and cal-
culate the correct total energy of the ribbon, Etot. Stress along the
edge or periodic direction is reported as σ = Vσyy/L, where σyy is
the diagonal element of the stress tensor in the y direction (defined
along the ribbon axis) and V is the volume of the supercell. We use
þve and -ve σ to denote compressive and tensile stress, respec-
tively. σyy is calculated using the Nielsen-Martin algorithm,28 as
implemented in the PWSCF code.

3. RESULTS AND DISCUSSIONS

3.1. Unpassivated BNNRs. The relaxed structures of unpas-
sivated pristine zigzag (ZZ), pristine armchair (AC), and edge-
reconstructed zigzag (ZZ57) ribbons are shown in Figure 1a,b,c,
respectively. The subscript 57 indicates that the edge reconstruc-
tions take place via the formation of 5-7 rings or Stone-Wales
(SW) defects.29 Such topological defects form in a honeycomb
lattice by 90� rotation of B-N (C-C) bonds in h-BN30

(graphene31) and are relevant for their mechanical behavior.

Asmentioned previously, SWdefects create energetically unfavo-
rable homoelemental (B-B and N-N) bonds in h-BN24 [see
Figure 1c]. The edge formation energies, calculated using eq 1,
are plotted in Figure 1d and reported in Table 1. Eedge (as well as
σ) hardly changes as the ribbon width increases by a factor of 2.
This gives us confidence that the numerical values reported here
for those two parameters are indeed well converged.
We find that pristine armchair BNNR has lower edge forma-

tion energy than that of pristine zigzag. Similar to bare edge
graphene nanoribbons,18,19 triple bonds are formed at the arm-
rests [shown by the arrow in Figure 1b], which is evident from
their bond length of 1.30 Å, 10% shorter than the sp2 bonds of the
two-dimensional h-BN. Zigzag BNNR cannot form triple bonds
and have a higher formation energy due to the existence of expen-
sive dangling bonds at the edges. As shown in Figure 1c, triple
bonding (length 1.30 Å) is also observed in ZZ57, which lowers
the edge formation energy by 0.08 eV/Å, compared to that of
pristine zigzag BNNR. Thus, we conclude that the gain due to
triple bond formation (which eliminates the dangling bonds at the
edges) is more than the energy expense of unfavorable homoelemental
bond creation, making ZZ57 relatively favorable than the pristine
ZZ BNNR. However, AC is the most stable of the BNNRs, its
edge formation energy being 30% smaller than that of ZZ57.
As reported in Table 1, pristine BNNRs are under little com-

pressive stress. It is well-known that compressive stress is relieved
by wrinkle formation in graphene nanoribbons.22,32 However, we
have found that the stress is too small to show any significant out
of plane deformation in pristine BNNRs. On the other hand,
5-7 reconstructions induce great tensile stress along the ribbon
edge, which ensures the planarity of such BNNRs.
3.2. H-Passivated BNNRs. Nanoribbon edges can be stabi-

lized by saturating the dangling bonds with H atoms (or any
other molecule in general). Note that there is no further scope of

Table 1. Edge Formation Energy and Stress (Along the
Ribbon Edge) of h-BN Nanoribbonsa

ribbon w (Å) Eedge (eV/Å) σ (eV/Å)

ZZ 15.89 1.1813 0.30

24.63 1.1819 0.30

33.33 1.1825 0.32

AC 18.67 0.7587 0.25

28.72 0.7588 0.26

38.75 0.7590 0.27

ZZ57 16.40 1.1003 -4.97

24.80 1.1006 -5.07

33.80 1.1008 -5.08

ZZH 18.15 0.1217 -0.21

26.85 0.1218 -0.22

35.54 0.1218 -0.22

ACH 20.77 0.1164 -0.19

30.84 0.1172 -0.20

40.86 0.1177 -0.20

ZZ57
H 18.70 0.6400 -3.70

27.43 0.6405 -3.76

36.16 0.6401 -3.85

ZZ5070
H 18.67 0.9309 -2.55

27.37 0.9321 -2.57

36.07 0.9327 -2.67
a See eq 1 and text thereafter for the definition of Eedge and σ.

Figure 1. Unpassivated (a) pristine ZZ and (b) pristine AC h-BN
nanoribbon of width w. The ribbons are periodic in the direction
perpendicular to w. The rectangular box represents the repeat unit of
each nanoribbon. N (B) atoms are shown in black (gray). Arrows mark
the triple bonds (length ∼ 1.3 Å). (c) Edge reconstructed zigzag h-BN
nanoribbon;ZZ57; 5-7 defects create homoelemental B-B andN-N
bonds. (d) Edge formation energy [see eq 1 and Table 1] as a function of
w; Eedge does not depend on ribbon width. Pristine AC nanoribbon has
the lowest edge formation energy, followed by ZZ57 and pristine ZZ.
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triple bonding for the edge atoms (of both armchair and zigzag
nanoribbons), as they form sp2 bonds with two neighboring B
(or N) atoms and a H atom each. This eliminates the difference
in the nature of chemical bonding of pristine zigzag and armchair
edge atoms (explained in the previous section for unpassivated
BNNRs), which is manifested in respective edge formation
energies, being nearly equal in ZZH and ACH [see Figure 2d
and Table 1]. The superscript H is used to mark the hydrogen-
terminated BNNRs.
We observe that H termination reduces the edge formation

energy and changes σ to small tensile stress in pristine BNNRs
[see Table 1]. Comparing Figure 2a and Figure 1b, it is clear that
H terminationmakes the equilibrium shape of the armchair BNNR
edges smoother. Bare and H-passivated pristine zigzag BNNR
have a similar equilibrium edge shape, and we do not illustrate the
structure of the latter in the paper. We study two types of edge re-
constructions in H-passivated zigzag BNNR, ZZ57

H and ZZ5070
H ,

as shown in Figure 2b and c. Both the reconstructions induce
tensile stress along the ribbon edge [see Table 1], and the resul-
ting nanoribbons have planar geometry. We have verified that the
50-70 reconstruction is not stable in unpassivated BNNR.
Though both are made of 5-7 rings, ZZ5070

H has a higher Eedge,
albeit having a smaller σ (costing lesser strain energy) than that
of ZZ57

H [consult Figure 2d and Table 1]. Higher edge formation
energy can be attributed to the higher linear density of unfavor-
able B-B and N-N bonds in the former [see Figure 2b and c;
ZZ5070

H has double the number of homoelemental bonds per
repeat unit than ZZ57

H ]. Comparing the values of Eedge [Figure 2d
and Table 1], we conclude that unlike the bare zigzag BNNR,
edge reconstructions are not favorable in H-terminated zigzag
BNNR; 5-7 (50-70) reconstruction increases the edge forma-
tion energy by ∼5.5 (8) times. Thus, edge passivation offers a
simple way to stabilize the pristine zigzag edge against 5-7 recons-
tructions in BNNRs.
3.3. Comparison with Graphene Nanoribbons. Graphene

and h-BN have several similarities. Not only do they have

identical structures (constituent atoms are arranged in a honey-
comb lattice) but also their values of cohesive energy (in-plane
stiffness) are within∼5 (∼18%) of each other.33 Thus, it is worth
comparing the edge formation energies and reconstructions of
graphene and h-BN nanoribbons.
In the case of unsaturated nanoribbons, we observe two major

differences. First, the 5-7 reconstructed edge has the lowest
formation energy, followed by the pristine armchair edge in gra-
phene nanoribbons.18,19 As shown here, the sequence happens to
be opposite in unpassivated BNNRs. Second, self-passivating
5-7 reconstruction in bare zigzag graphene is more effective
than that in the bare zigzag h-BN nanoribbon. While Eedge of the
reconstructed zigzag graphene nanoribbon is ∼17%18,19 smaller
than that of the bare pristine zigzag graphene nanoribbon, we
find that similar edge reconstruction leads to an energy gain of
∼6% [see Table 1] in the unpassivated zigzag h-BN nanoribbon.
Such distinctions can be understood from the formation energy
of the SW defect in graphene and h-BN: ∼5 eV31 and ∼6-
6.5 eV,34 respectively. As mentioned previously, higher forma-
tion energy in the latter is due to energetically unfavorable B-B
and N-N bonds, created by the SW defect in h-BN.24

Due to a similar reason, between the H-saturated zigzag
BNNR and graphene, edge reconstructions are more unfavorable
in the former. Comparing the edge formation energies, we find
that 5-7 reconstructions augment Eedge by -450% to 700% in
H-terminated zigzag BNNR [see Table 1], larger than a 300%
increase in theH-passivated zigzag graphene nanoribbon.19 Since
pristine BNNRs are devoid of homoelemental bonds, they show
similar behavior to graphene nanoribbons on H passivation,
which reduces the edge formation energy by ∼90% in both

Figure 2. (a) Hydrogen passivated pristine ACH h-BN nanoribbon. Note
thatH termination leads to smoother edges [comparewith Figure 1b]. The
shape of the pristine ZZH h-BN nanoribbon is very similar to that in
Figure 1a. Two types of reconstructions, ZZ57

H and ZZ5070
H , are shown in b

and c, respectively. The latter has twice the number of homoelemental
B-B and N-N bonds per repeat unit than the former. (d) Edge
formation energy [see eq 1 and Table 1] as a function of ribbon width w;
Eedge does not depend on ribbon width. H passivation stabilizes the
pristine zigzag BNNR, edge formation energy being nearly equal to that
of the pristine armchair BNNR, and reconstructions are unfavorable.

Table 2. Magnetic Property and Band Gap (Eg) of the
BNNRs Shown in Figure 1 and 2

BNNR magnetic property Eg (eV)

ZZ magnetic metallic

AC nonmagnetic 4.8

ZZ57 nonmagnetic 2.7

ZZH nonmagnetic 5.0

ACH nonmagnetic 5.5

ZZ57
H nonmagnetic 2.6

ZZ5070
H nonmagnetic 1.7

Figure 3. Unpassivated, edge reconstructed BNNR densities of state
(DOS) and band decomposed electron densities of (a) the top of the
valence band and (b) the bottom of the conduction band, localized
mainly at the N-N and B-B bonds, created by 5-7 defects. We have
used XCRYSDEN35 to plot the charge densities.
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the systems [compare the values reported in Table 1 and by
Wassmann et al.19].
3.4. Electronic andMagnetic Properties. Finally, we briefly

discuss the electronic and magnetic properties of BNNRs,
summarized in Table 2. Other than the unpassivated pristine
zigzag, all of the BNNRs are nonmagnetic and have band gaps
ranging from 1.7 to 5.5 eV. The magnetic moment originates
from the dangling bonds at the edges. Our results are in good
agreement with those of Barone and Peralta,13 where the authors
have discussed the electronic and magnetic properties of pristine
BNNRs in great detail. In this paper, we rather restrict ourselves
to the discussion of electronic and magnetic properties of edge-
reconstructed BNNRs.
We find that 5-7 reconstruction is detrimental for the edge

magnetic moment. In pristine unpassivated zigzag BNNR, the
magnetic moment is found to be 1 Bohr magneton per edge
atom, which vanishes completely in ZZ57. Similar behavior has
been observed in edge-reconstructed graphene nanoribbons.17,22

We show the electronic densities of state (DOS) of ZZ57 BNNR
in Figure 3 . While the pristine unpassivated zigzag BNNR is
metallic, 5-7 defects open up a gap of 2.7 eV. The inset of
Figure 3 illustrates the charge density of the top of the valence
band and bottom of the conduction band. Interestingly, they are
confined at N-N and B-B bonds, created by the 5-7 defects.
Thus, such sites are expected to play a major role in electronic
applications and the chemical reactivity of edge-reconstructed
BNNRs. As shown in Figure 4, similar behavior is observed in
H-passivated, edge-reconstructed BNNRs also. While pristine
H-passivated BNNR has a band gap of 5.0 eV, 5-7 edge
reconstructions reduces it by at least 50% or more.

4. SUMMARY AND CONCLUSIONS

We have investigated the edge stability and emerging electro-
nic and magnetic properties of h-BN nanoribbons. In terms of
dangling bond saturations, we divide BNNRs into two groups,
unpassivated and H-passivated. Among unsaturated BNNRs,
armchair edges are found to have minimum formation energy,
followed by ZZ57. In both of the ribbons, edge atoms form triple
bonds, replacing the dangling bonds and minimizing the edge
formation energy in the process. Atoms located at the bare zigzag
edges cannot form triple bonds, and ZZ BNNR has the highest
Eedge due to the presence of dangling bonds. However, 5-7 rings
create energetically unfavorable homoelemental B-B and N-N
bonds, and edge reconstructions of bare zigzag BNNRs are not as
effective as they are in bare zigzag graphene nanoribbons. Saturating

the dangling bonds at the edges by H not only minimizes the
edge formation energies but also imparts stability to the pristine
zigzag edge against 5-7 reconstructions.

Controlling the edge shape is important for the application of
nanoribbons in devices because electronic and magnetic proper-
ties depend on the geometry of the edges. We find that 5-7
reconstructions destroy the edge magnetism observed in pristine
unpassivated zigzag BNNR. In H-passivated ZZ BNNR, such
reconstructions reduce the band gap. Our results show that,
depending on edge shape, BNNRs can be magnetic or nonmag-
netic and metallic or semiconducting, having a moderate to wide
band gap. Such a rich collection of properties shows how
promising h-BN nanoribbons are for application in future gen-
eration electronic devices.

Note added: After the completion of the paper, we came to
know about a similar work36 discussing the stability of pristine
zigzag and armchair edges of h-BN sheets, and the results are in
good agreement with our findings. However, the authors of the
other paper did not consider edge reconstructions, which we
discuss in great detail.
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ABSTRACT:We characterized a binding intermediate between the protein FKBP12 and one of its high-affinity ligands bymeans of
molecular dynamics simulations. In such an intermediate, which is expected to form at the end-point of the bimolecular diffusional
search, short-range interactions between the molecular partners may play a role in the specificity of recognition as well as in the
association rate. Langevin dynamics simulations were carried out to generate the intermediate by applying an external biasing force
to unbind the ligand from the protein. The intermediate was then refined by seven independent molecular dynamics simulations
performed with an explicit solvent model. We found consistent results both for the structure of the protein and for the position of the
ligand in the intermediate. The two carbonyl oxygens O2 and O3 of the ligand core region act as two main anchors, making
permanent contacts in the intermediate. The transient contacts with the protein are made by the ligand noncore moieties whose
structures and mobilities enable many alternative contacts of different types to be formed: π-π molecular overlap and weak
hydrogen bonds NH 3 3 3π, CH 3 3 3π, and CH 3 3 3O. Hence, the stability of the ligand at the entrance of the protein binding pocket
offers the possibility of fine-tuning a variety of short-range contacts that involve the ligand noncore moieties. Under the hypothesis
that the stability of this intermediate is related to the affinity of the ligand, this binding intermediate model comes closest to
explaining the role played by the noncore moieties in the affinity of this ligand. Moreover, this model also provides a plausible
explanation for how structurally diverse core motifs that all share the carbonyl atoms O2 and O3 bind to FKBP12.

1. INTRODUCTION

The protein FKBP12 is a cytosolic enzyme of 12 kDa that
catalyzes the peptidylprolyl cis-trans isomerization. FK506, a
fungal metabolite, can bind tightly to FKBP12 with an inhibition
constant of 0.6 nM (FKBP stands for FK506 binding protein).1

Rapamycin is another ligand that has a similar inhibition constant
(0.3 nM).1 The immunosuppressive properties of rapamycin and
FK506 are currently used for the treatment of transplant rejec-
tion.2,3 In the brain, the expression level of FKBP12 is much
higher than in immune tissues, and in neurons, the FK506-bound
form of the protein has been associated with neuroprotective
properties.4 Nerve regenerative properties are also induced by
FK506 or analogues and involve the isoform FKBP52, whose
N-terminal FK506 binding domain is very similar in sequence
and structure to FKBP12.5Much effort is directed toward finding
FK506 analogues with neuroprotective and neurotrophic activ-
ities but devoid of the undesirable immunosuppressive activity
that is functionally associated with the ligand region responsible
for calcineurin inhibition. The high-affinity ligand 8,6 bound to
the protein FKBP12 in Figure 1, is an example of such non-
immunosuppressive ligands (the ligand is labeled as in the work
of Holt et al.).

The development of inhibitors of the protein FKBP12 repre-
sents a major interest for extending the potential of many ther-
apeutic treatments. To this end, a detailed understanding of the
structure-activity relationships of the FKBP12 ligands is critically

important.7,8 To address this problem, we have focused on a
complex formed by FKBP12 and the ligand 8 that has an inhibition
constant of 10 nM, making it a good model for understanding the
molecular basis of its high affinity for this protein. Instead of
exploring the structure and dynamics of the bound state, how-
ever, this study was intended to find a binding intermediate (or
encounter complex) that is expected to form at the end-point of
the bimolecular diffusional search. In this intermediate state, short-
range interactions could play a crucial role for the specificity of
recognition as well as for the association rate.9 As the association
constant for a protein-ligand complex is the ratio between the
association (kon) and dissociation (koff) rate constants, the binding
properties of a ligand are thus dependent on kon and/or koff. Under
the hypothesis that an intermediate is formed along the binding
pathway, the overall rate of association kon is increased, i.e., the
affinity, whenever the intermediate has a slow dissociation rate or
a fast association rate for the binding.10,11 In a NMR study of two
phosphopeptides that bind to a mutant of the N-terminal SH2
domain of PI3-K,12 Mittag et al. have shown the existence of an
intermediate state along the association pathway. Interestingly,
the lifetime of the intermediate is related to the affinity of the ligand:
the higher the affinity of the ligand, the longer is the lifetime of
the intermediate (in this case, the slow dissociation rate of the
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intermediate may explain the high affinity). The authors have
also stressed that such intermediates may be more common in
protein-ligand systems than previously anticipated. In the con-
text of protein-protein association, an experimental kinetic
study has correlated the decrease in affinity between Ras and a
Ras-binding domain with the increase in the overall dissociation
rate constant.13 Schreiber et al. have used a computer algorithm
to predict the association rate between TEM1β-lactamase and its
inhibitor BLIP.14 The authors have found that charge mutations
in the inhibitor increase the association rate, resulting in higher
affinities.

In the case of the complex formed by FKBP12 and the high-
affinity ligand 8, the properties of a binding intermediate along
the association pathway could help to delineate the essential
structural features of this ligand that are important for the rec-
ognition step. Two observations made for FKBP12 and its ligands
have prompted the search of a binding intermediate. The first
observation is the lack of correlation between the structural features

of the various FKBP12 ligands and their measured binding
affinities. For example, many core regions of high-affinity ligands,
which represent the regions that strongly interact with the pro-
tein, are structurally diverse.6,15-17 To further complicate the
structure-affinity relationships, even for the ligands that are
sharing the same diketo-pipecolinic acid core (from the bond
C9O4 up to the atomO1 in Figure 1b), it is difficult to explain the
trends in the affinity data.6 The reasons are two-fold: first, the
core regions of these ligands in the complexes are nearly super-
imposable, displaying the same contacts with the protein, and
second, the noncore regions of the ligand often make few con-
tacts with the protein.6,18 Hence, the structure-affinity relation-
ships of both the core and the noncore regions of the high-affinity
ligands of FKBP12 still await clarification. In this work, we
address these issues by focusing on the case of the high-affinity
ligand 8.

Prior to presenting the approach chosen, let us now consider
the second observation that has also motivated this work and that
is related to the structure of the binding pocket of FKBP12. In the
crystal structure of FKBP12-8, the ligand 8 is deeply buried with
only 30% of its surface exposed to the solvent: the pipecolinyl
ring is facing the indole ring of Trp59, and the methyl group C13
of the isopentyl moiety (iPe) is lying in a small adjacent cavity
lined by the side chains of Tyr82, His87, Ile90, and Ile91. If one
considers a rigid docking of ligand 8 to a structure of FKBP12
that is the same as the bound form of the protein, then the bind-
ing would be prevented by a large steric hindrance. For a binding
mechanism that would occur in such a single step, onemay there-
fore anticipate a large energy barrier of complexation that would
make this single step process kinetically inaccessible. Indeed, a
positive enthalpic term and a negative entropic contribution would
result from the steric hindrance and from the constraints to fit, in
only one step, the pipecolinyl ring and the iPe moiety of the
ligand into themain pocket and the small side cavity, respectively.
The results gathered from the docking of the ligand FK506 to a
rigid protein FKBP12 are consistent with the above analysis.19 In
this rigid docking study, the author failed to identify a geometry
close to the experimentally reported structure of FKBP12-FK506
because of unfavorable steric overlaps. Moreover, these docking
results indicate that the relaxation of the protein in the loop
region 82-95, also termed the 80s loop, helps to accommodate
the ligand in the binding pocket. Hence, during the binding pro-
cess of FK506 or related ligands such as 8, a displacement of the
80s loop would facilitate the binding to FKBP12. This hypothesis
is also supported by a comparison between solution structures of
unliganded FKBP12 and a crystal structure of FKBP12-FK506.20

Taken together, the experimental and the docking studies19-21

suggest that, during the binding, the 80s loop undergoes con-
formational transitions to facilitate the entrance of the ligand by
reducing the steric hindrance.

The successive events such as the 80s loop displacement, the
first contacts with the ligand, and the formation of the fully bound
structure may require only one step, all of these events being
concerted; however, thesemay also proceed in two steps with the
formation of a binding intermediate as a first binding event. This
intermediate along the association pathway would allow decom-
position of the process in a two-step mechanism in order to
reduce the overall free energy barrier due both to steric hindrance
and to an entropic penalty, as discussed above, thereby increasing
the kinetic accessibility to the bound state.10 Our study has two
objectives: (i) to locate a binding intermediate on the free energy
surface of FKBP12 and its high-affinity ligand 8 and (ii), by

Figure 1. (a) Experimental structure of the complex between FKBP12
and the high-affinity ligand 8 (compound numbering is from ref 6). The
β sheet and theR1 helix are highlighted. The two native hydrogen bonds
Ile56-NH 3 3 3O2 and Tyr82-OH 3 3 3O3 are also represented by thick
green lines. (b) Sketch of the ligand 8 that indicates all of the atomnumbers
and the eight dihedral angles that were parametrized (highlighted by blue
arrows). The core and the noncore regions iPe (C10 up to C14), Ph1
(C18-C23), and Ph2 (C24-C29) are also defined.
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analyzing this intermediate, to provide a possible guide for
understanding the role played by the ligand core and noncore
regions in the specificity of recognition. A ligand loosely trapped
in a proper orientation at the entrance of the protein binding
pocket has translational and rotational motions that are substan-
tially reduced, thereby allowing the ligand to fine-tune its short-
range interactions with a more limited region of the protein
surface. In particular, the extent and the nature of the intermolec-
ular contacts in the intermediate may be related to its stability
(large contact numbers favoring slow dissociation rate), and thus
to the binding properties of the FKBP12 ligand. The analysis of
this intermediate may also provide clues regarding the diversity
of the core structures found in the high-affinity ligands.

To locate this intermediate, Langevin dynamics (LD)22 and an
analytical model for the solvation free energy EEF123 were used
in combination. As a preliminary step toward the search of this
intermediate, we assessed the ability of this simulation protocol
LD/EEF1 to reproduce accurately the experimental structure of
the complex FKBP12-8. LD/EEF1 simulations were then carried
out to unbind the ligand. To this end, an external force was applied
to pull the ligand out of the binding pocket. This force was
chosen as low as possible to ensure a minimal perturbation of the
system. The structure of the intermediate state located by the
LD simulations was subsequently refined by stochastic boundary
molecular dynamics (SBD)24 simulations that focused only on the
binding region of the protein.

Under low-force conditions, forced unbinding simulations and
spontaneous unbinding likely proceed through similar mecha-
nisms.25 Hence, forced unbinding simulations represent a new
tool to investigate the structure-activity relationship.7,8,26,27 How-
ever, the present study is an original approach that focuses on the
structural characteristics of a protein-ligand system in an early stage
of recognition. We shall begin by describing the simulation proce-
dure in section 2 (other computational details are provided in the
Supporting Information). In section 3.1, the validation step of the
LD/EEF1 methodology that was carried out on the bound state is
presented. All of the results for the binding intermediate are pre-
sented and discussed in sections 3.2 and 4, respectively. These re-
sults provide a consistent picture of the binding intermediate with a
well-defined position of the ligand that displays both permanent and
transient contacts with the protein, thus revealing important aspects
of its recognition properties in this early binding stage.

2. METHODS

2.1. Molecular Dynamics Simulations of the Bound State.
TheX-ray coordinates of the complex between the protein FKBP12
and the synthetic inhibitor 8 (PDB code: 1FKG;6 Figure 1) were
used for the simulations of the bound state. The all-atomCharmm22
force field28 was used for the protein and the ligand; however, a
few parameters for the ligand were calculated by following the
procedure defined by Foloppe and MacKerell29 (see the Sup-
porting Information for details). All of the molecular dynamics
simulations that used an implicit or explicit solvation model were
performed with the CHARMM program30 using the leapfrog
integrator and a time step of 1 ps. SHAKE31 restraints were ap-
plied to the bonds containing hydrogen atoms. Langevin dy-
namics (LD)22 were used to simulate the bound state. To repro-
duce the effects of the water collision frequency at 300 K,32 the
friction coefficient was chosen at 60 ps-1. Effective Energy Func-
tion 1 (EEF1)23 was chosen to compute the solvation free energy
of the atoms in the LD simulations of both the bound state and

the unbinding process (see the Supporting Information for the
parameters).
For the LD simulations of the bound state, the complex was

energy-minimized and then heated from 0 to 300 K in steps of
25 K (for 600 ps); different random seeds for the distribution of
initial velocities led to four independent simulations. The heating
run was followed by an equilibration divided into two periods of
500 ps each (see the Supporting Information for details on the
minimization, heating, and equilibration procedures). After the
equilibration, the LD production runs were conducted with five
NOE restraints between the residue pairs Glu31-Thr96 and
Lys34-Ile90 and for a total simulation time of 15.5 ns: 4, 3, 5,
and 3.5 ns for the four runs LD1, LD2, LD3, and LD4, respec-
tively. It should be noted that the NOE restraints were used
during the LD simulations to avoid a distortion of the 80s loop
due to the absence of explicit water molecules (see the Support-
ing Information).
To compare the implicit solvation model with an explicit

model, three independent stochastic boundary molecular dy-
namics (SBD)24 simulations of the bound state were also carried
out. For the SBD simulations of the bound state, the protein and
the ligand were immersed in a sphere of water molecules of 25 Å
radius (see the Supporting Information for the construction of
this sphere). This sphere size is sufficient to provide at least one
hydration shell around all of the regions of the complex. For the
SBD runs, the complex was energy-minimized and then heated
from 0 to 300 K using a step of 10 K (for 30 ps). Three indepen-
dent heating runs were each followed by an equilibration divided
into two periods of 300 and 150 ps, respectively (see the
Supporting Information for details). After the equilibration, the
SBD production runs were conducted with no restraints for 5 ns
(total of 15 ns).
Prior to the unbinding simulations, we checked that the LD

simulations of the bound state provided results in agreement with
both the X-ray structure and the SBD simulations. The purpose
in using LD simulations for the description of the bound state is
two-fold: (i) to validate the force field and solvation parameters
that are also used in the unbinding simulations and (ii) to obtain
initial structures for the unbinding simulations. Implicit solvent
simulations are required for the unbinding step, as has been
recommended for unfolding or unbinding events.33

2.2. Unbinding Simulations. The protocol used to pull the
ligand out of the binding pocket and to obtain metastable states is
shown in Figure 2. This protocol started with 18 structures
(labeled “BS from LD”) extracted from the four LD simulations
of the bound state. As the unbinding is a long-extended process,34

a pulling force was added to the molecular potential energy func-
tion for each unbinding simulation. The time-dependent pertur-
bation implemented in the Biased Molecular Dynamics (BMD)33

method was used. It is noteworthy that, among the perturbation
methods that have been recently compared, BMD is the method
that causes the least perturbation in a system.35 In this method, a
quadratic time-dependent perturbation is introduced in the sys-
tem only when the distance between the ligand atom O1 and the
CR atom of Glu5 decreases (dRC; see the Supporting Information
for details). Otherwise, no external perturbation is applied, and
the increased distance dRC is taken as the new reaction coordi-
nate for the next time step.
In the initial BMD simulations (step 1 in Figure 2), the con-

stant of the pulling force (parameter R) was chosen at 300 pN/Å
(4.32 kcal/mol/Å2), since this value enabled the unbinding of the
ligand within a time limit of 5 ns. The unbinding process was
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followed by monitoring the time evolutions of dRC and of dCM;
the latter represents the distance between the center of mass of
the binding pocket and each of the four centers of mass of the
four ligand moieties (core, iPe, Ph1, and Ph2). This procedure
was also followed by Curcio et al. in their study of forced unbind-
ing of fluorescein from antifluorescein antibody FITC-E2.25 We
also monitored the root-mean-square deviations (RMSDs) for
both the protein and the ligand moieties (core, iPe, Ph1, and
Ph2) with the CR atoms aligned on those of the X-ray structure
of the bound state. From the unbinding simulations (step 1 in
Figure 2), many metastable states were found by relying on the
time evolutions of dRC, dCM, and RMSDs; constant mean values
for these distances and RMSDs for periods of hundreds of
picoseconds constitute useful indicators.
In step 2 of the protocol, all of the metastable states found in

step 1 were used to perform BMD simulations with smaller
pulling forces (stage 2a in Figure 2). The states from step 1 with a
lifetime greater than 150 ps were used both in stage 2a and in the
clustering step of the protocol (step 3; vide infra). The purpose in
using smaller values ofR (in the range 50-250 pN/Å) in step 2 is
to decrease the pulling force, thereby increasing the sampling of
the potential energy surface for the ligand coordinates in the
vicinity of the binding pocket. Hence, simulations with a longer
lifetime were obtained that exhibited relatively stable values
of dRC, dCM, and RMSDs for the protein and for the ligand. At
stages 2b and 2c in Figure 2, the simulations with short lifetimes
(<150 ps) were restarted by gradually decreasing theR2 value (by
steps of 25 pN/Å). The simulations with lifetimes greater than

150 ps were added to the pool of states analyzed in the step 3, and
those for which the ligand returned to the binding pocket were
discarded.
In step 3 of Figure 2, all of the metastable states with a lifetime

greater than 150 ps, obtained from both the unbinding (step 1 in
Figure 2) and the simulations performed to increase the sampling
(step 2 in Figure 2), were clustered into subsets. The following
four criteria were used to cluster and to select the LD simulations
that could model the binding intermediate. First, we checked that
the trajectories were stable for periods of at least hundreds of
picoseconds. Within a subset of metastable states that may rep-
resent a binding intermediate, the values derived for dRC, dCM,
and RMSDs of the protein and of the ligand were checked to
ensure that they remained constant during the course of each
simulation as well as consistent among all of the simulations. For
the binding intermediate that is presented in this work, the dCM
and RMSDs are shown in Table 2 and discussed in section 3.2.
The same structural criterion was followed by Li and Daggett in
the search of an intermediate state along the unfolding pathway
of barnase.36 Second, we checked that the structure of the protein
was not significantly altered, except for the 80s loop, as it is
known to be highly flexible and, more importantly, surrounds
and contributes to the binding pocket. The RMSD values for the
protein are presented in section 3.2 and reveal an overall low
distortion, except for the 80s loop. Third, we checked that the set
of LD simulations sampled a range of conformations that were
structurally related and, in particular, the positions of the ligand
with respect to the protein were not spread sparsely but rather
formed a tight cluster. As seen in the analysis of the position of
the ligand in section 3.2, a narrow ensemble of orientation is
obtained for the ligand. Central to this last criterion is the repro-
ducibility and consistency that constitute useful indicators that
the results have sufficiently converged so as to provide a mean-
ingful average picture of the intermediate. Fourth, as we hypothe-
size that the intermediate state is an obligatory step from the
freely diffusing molecules toward the bound state, we also checked
that the intermediate was structurally close to the bound state in
relative separation and relative orientation between the two molec-
ular partners. In the intermediate that was identified, the ligand
core moiety is lying at 4.6 Å above its position in the native com-
plex (section 3.2).
2.3. Refinement Procedure. Only three sets of LD simula-

tions, the LD candidates, passed the acceptance criteria and were
selected for the refinement procedure that used independent
SBD production runs with no biasing forces or restraints on the
system (see the Supporting Information for details). The pur-
pose in using an explicit solvent representation to further charac-
terize the intermediate state is two-fold: (i) to further probe the
stability of the binding intermediate located using LD simula-
tions and (ii) to refine the results since an explicit solvent model

Figure 2. Protocol to find the LD candidates for the binding inter-
mediate. Step 1: Unbinding simulations on each of the 18 structures sep-
arated by 1 ns and selected from the four LD simulations of the bound
state. The star above “YES” indicates that the metastable states with a
lifetime greater than 150 ps are also added to the set of simulations used
in the clustering step (step 3). Step 2: In 2a, for each metastable state
from step 1, BMD simulations are performed with R2 lower than R1, to
extend the lifetime of the metastable state found in step 1. In 2b and 2c,
metastable states with lifetime >150 ps are added to the pool used in step
3; otherwise, a lower R2 is used for restarting the simulations. “Binding”
checks whether the ligand returns to its position in the bound state (BS).
Step 3: The metastable states with a lifetime greater than 150 ps are
clustered into subsets that exhibit related structural features (see text).
Reproducibility and consistency within a cluster are critical in finding the
LD candidates for further refinement.

Table 1. Average RMSDs (Å) of All of the CR Atoms of the
Protein in the Complex and Those Calculated Only for the
40s, 50s, and 80s Loops (Which Comprise the Residues
39-45, 50-56, and 82-95, Respectively) on the Basis of the
Alignment of All of the CR Atoms

residue ÆLDæ ÆSBDæ

all 0.86( 0.08 1.02( 0.08

39-45 (40s) 0.91 ( 0.23 1.68( 0.04

50-56 (50s) 0.95( 0.17 1.14 ( 0.59

82-95 (80s) 1.38( 0.32 1.57( 0.01



729 dx.doi.org/10.1021/ct100394d |J. Chem. Theory Comput. 2011, 7, 725–741

Journal of Chemical Theory and Computation ARTICLE

is known to provide a more realistic description of a system. For
the SBD simulations of each candidate for the binding inter-
mediate, the water molecules were added to the selected struc-
tures in a sphere of 22 Å in diameter centered on the binding site
(see the Supporting Information for the construction of this
sphere).
The SBD refinement step enabled us to discard two of the

three LD candidates for the binding intermediate. These two
states corresponded to more distant positions of the ligand from
the binding pocket. And, in contrast to the binding intermediate
discussed in this work, the extent of consensus within these two
sets of short simulations was rather weak. Despite extensive effort
to complete and refine these two sets of metastable states, the
overall results did not show sufficient consensus, reproducibility,
and stability. This failure to achieve sufficient consistency, either
within LD runs or SBD runs or between LD and SBD results,
emphasizes the importance of the third criteria used for the
clustering step to provide confidence in the intermediate model
derived.
It should be mentioned that the analysis of the intermediate

rests on the assumption that the results from the unbinding expe-
rience are also valid for the reverse process, which is expected to
be the case under the chosen conditions, i.e., low forces applied to
the ligand and implicit solvent representation.25,33 All of the data
that are reported for the bound state and the binding inter-
mediate correspond to ensemble averages, except where other-
wise indicated.

3. RESULTS

3.1. Bound State. Prior to the unbinding simulations, we
tested the ability of our LD/EEF1 protocol to yield stable struc-
tures for the bound complex. The stability of the structures
generated from the LD approach was evaluated by analyzing (i)
the root-mean-square deviations (RMSDs) of the CR atoms from

the experimental complex, (ii) the native hydrogen bonds, and
(iii) the position of the ligand inside the binding pocket. Our goal
in this validation step is two-fold: first, to check whether the
structures generated by LD simulations are consistent with the
crystal structure and, second, to compare the LD results with
those of the SBD simulations that use an explicit solvent repre-
sentation.
The average RMSDs of the CR atoms from the experimental

complex are reported in Table 1 for the LD and SBD simulations.
The ensemble averages are below ∼1 Å and are consistent with
those typically seen in molecular simulations of X-ray protein
structures.37 Though informative, the average RMSDs of all of
the CR atoms provide only a global measure of the deviation from
the crystal structure. Attention was also focused on the distortion
of the three loops closest to the binding site, the 40s, 50s, and 80s
loops (the former two loops comprise the residues 39-45 and
50-56, respectively). The RMSDs of the CR atoms of these
three loops are also tabulated; their values do not exceed 1.7 Å.
A total of 59 backbone hydrogen bonds were extracted from

the experimental structures based on the following contact crite-
ria: a maximum hydrogen-acceptor distance of 2.4 Å and the
minimum donor-hydrogen-acceptor angle set to 90�. Figure 3
illustrates the average contact frequencies for all of the backbone
hydrogen bonds in the two simulation series. Overall, the two
series of LD and SBD simulations give comparable results,
especially in the regions of secondary structure. As seen in Figure 3,
all of the native hydrogen bonds between the five β strands are
well conserved in both series of simulations (contact frequencies
are above 80%). These strands form an antiparallel β sheet
wrapped around anR helix of seven residues,R1. In the two simu-
lation series, the structure of R1 is preserved owing to contact
frequencies higher than 75% (between Arg57-Glu61, Trp59-
Val63, Ile56-Trp59, and Ile56-Glu60). In contrast, in the loop
regions, four hydrogen bonds between the following pairs of
residues are not conserved: Met49-Lys52 in the 50s loop,

Figure 3. Contact frequencies for all of the backbone hydrogen bonds calculated as ensemble averages for the LD and SBD simulations. In the one-letter
code representation of the amino acid sequence, up to three vertical bars are drawn above and below a few residues in the sequence and represent the
number of native hydrogen bonds formed by their backbone atoms (through CO and/or NH). When the backbone atoms of a residue are involved in
two or three hydrogen bonds, the contact frequency is calculated by averaging over these two or three contacts. For example, the color code adopted for
Trp59 results from the average between the contact frequencies calculated for the two native hydrogen bonds Ile56-O 3 3 3Trp59-HN and Trp59-
O 3 3 3Val63-HN. The one-letter codes of the residues that are in contact with the ligand in the crystal structure are shaded. The secondary structure
elements are designated as in the work of Holt et al.6 This secondary structure assignment is consistent with a DSSP analysis58 except for the regions
39-42 and 78-80, where single turn helices are predicted (helices h1 and h2, respectively).
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Tyr82-Gly86 and His87-Ile90 in the 80s loop, and Lys17-
Gln20. In the SBD runs only, the hydrogen bond between the
residue pair Gly62-Gln65 is weakened, whereas one of the two
hydrogen bonds between His87 and Ile91 in the 80s loop is lost
(frequencies of 44% and 1%, respectively). Finally, no new hydro-
gen bonds were formed between backbone atoms in SBD simula-
tions, whereas only one is seen in the LD simulations between
Asp11-O and Arg13-NH.
Hence, only four and five of the 59 native hydrogen bonds are not

reproduced by LD and SBD simulations, respectively. Two and
three of these hydrogen bonds that are disrupted in LD and SBD
runs, respectively, are found in the 80s loop.The failure to reproduce
these few hydrogen bonds that are assumed in this region may be
related to crystal packing effects. For example, in the crystal structure
of the protein in complex with FK506, packing effects are known to
exist for the segment 82-90.38 In a quantum chemical study of the
crystal structure of FKBP12-8, Nakanishi et al.39 have pointed out
that ligand 8 experiences packing effects by interacting with adjacent
proteins in the crystal, presumably with the same residue segment
82-90 as for FK506. The authors have also derived a RMSD from
the crystal structure of 0.80 Å for ligand 8 after a minimization by
the quantum mechanical method FMO. This large RMSD has
been ascribed to crystal packing effects. In the following, the
position of the ligand inside the binding pocket is analyzed for the
LD and SBD simulations.

A list of 57 atomic separation distances between the protein
and the ligand were monitored to assess the stability of the ligand
in the binding site. This list was obtained by considering all of the
protein and ligand pairs of heavy atoms within 4 Å of each other
in the X-ray structure. In the crystal structure, the diketo-
pipecolinic acid core region makes 45 contacts with the protein;
the iPe group, three; and the propyl-Ph1 group, nine. The compar-
ison of the 57 average separation distances calculated for the LD and
the SBD series (Figure 4) reveals very similar results, especially for
the 45 contacts made by the core region. When the separation
distances for the ligand core region are compared in the two
simulation series, the differences in distances are below ∼0.25 Å
(except for the distances O4 3 3 3 Phe36-CD1 and C5 3 3 3 Phe46-CZ
that are longer in LD runs than in SBD runs by∼0.5 Å). In contrast
to the core region of the ligand, large differences between the LD
and the SBD results are observed for the propyl-Ph1 region (on the
right of Figure 4).
In order to compare the experimental and the calculated

separation distances, the magnitude of the errors that are expected
in the crystal structure should be first tentatively estimated. On
average, the uncertainty on the position of an atom in a X-ray
structure is roughly one-fifth to one-tenth of the resolution.40

Under this assumption, an estimated error in the range 0.4-0.8 Å
can be anticipated for the separation distances. For the core region
of the ligand, 16 and 9 separation distances in the LD and SBD

Figure 4. List of 57 separation distances between protein and ligand atoms averaged from the LD and SBD series. This list corresponds to all of the
intermolecular distances found in the X-ray structure that are below 4Å. Any average separation distance that differs from its experimental counterpart by
a value found in the ranges ]0.4;0.5], ]0.5;0.6], ]0.6;0.7], and ]0.7;0.8] are indicated by one, two, three, and four stars, respectively. Red and green stars
refer to the LD and SBD results, respectively, and the black stars to both.
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simulations, respectively, are longer than their experimental coun-
terparts by more than 0.4 Å; the corresponding 18 distinct dis-
tances are highlighted on the x axis in Figure 4. Most of these 18
distances differ from their respective experimental values by, at
most, 0.5 Å (marked with one star on the x axis). For the noncore
regions iPe and propyl-Ph1, large shifts from the experimental
separation distances are observed; these deviations may result
from the errors in the experimental positions of these exposed
noncore regions that experience packing effects (vide supra).38,39

Finally, very few new contacts, with averages below 4 Å, are for-
med between the protein and the ligand: in the SBD simulations,
each of the pairs C4 3 3 3 Phe46-CZ and O2 3 3 3 Ile56-CB have
a distance of ∼3.9 Å; in the LD simulations, the distance
C25 3 3 3Glu54-O is ∼3.6 Å.
The results in terms of the RMSDs, of the native hydrogen

bonds, and of the native intermolecular contacts for the LD
simulations are in good agreement with the experimental
data. This provides confidence in the simulation methodol-
ogy that uses an implicit description of the solvent and an
analytical model for the solvation free energy. Previous com-
parison studies between implicit and explicit solvent repre-
sentations have also led to the conclusion that the former
can replace the latter for many purposes.41 We have thus
applied our methodology to locate a binding intermediate
by pulling the ligand out of the binding pocket using a
minimal force.
3.2. Binding Intermediate. Only one set of four independent

LD simulations satisfied the selection criteria discussed in the section
2. These runs exhibited energetic stability and provided consistent
results both for the structure of the protein and for the position of
the ligand. As the goal of consistency between independent LD
runs was achieved, these runs provided a reasonable guess for the
subsequent refinement protocol using SBD simulations. Seven
independent SBD trajectories were then obtained for a total of
about 12 ns of sampling. A snapshot of the intermediate IS is

shown in Figure 5 along with the crystal structure for purposes of
comparison.
In the following comparative analysis between LD and SBD

results, we first check the structural integrity of the protein, the
overall consistent position of the ligand, and the relative proxi-
mity of the ligand to its native binding position. Importantly, this
comparative analysis will also reveal a structural consistency be-
tween these two approaches, which gives confidence in the pre-
diction of the binding intermediate. Then, in the remainder of
this section, we will discuss more specifically the SBD results
obtained for the 80s loop (distortion, mobility, and hydrogen
bond contact frequencies) and for the protein-ligand contacts.
Table 2 reports the RMSDs of the CR atoms from the exper-

imental complex. The ensemble average RMSDs calculated for
the nonloop region of the protein are below∼1.1 Å for both LD
and SBD runs, values that are similar to those of the protein in the
bound state (Table 1). However, the RMSDs of the 80s loop
indicate an overall distortion in the range∼3.2-3.4 Å for the two
approaches. This distortion may be expected on the basis of
previous works on FKBP12,19,20,42 as discussed hereafter. To
assess its position with respect to the protein, the ligand was
divided into fragments, namely, isopentyl (iPe), a diketo-pipe-
colinic acid core, and two phenyl rings (Ph1 and Ph2), as shown
in Figure 1b, and the separations between the center of mass of
each of these fragments and that of the protein binding pocket
were checked to ensure they remained constant during the course of
each simulation as well as consistent among the two sets of sim-
ulations (LD and SBD). Table 2 reports the average distances
between the center of mass of the diketo-pipecolinic acid core
and that of the binding pocket. The ensemble average position of
the core region (dCM) measured from the center of the binding
pocket is 7.19 and 6.37 Å in the LD and the SBD simulations,
respectively. In particular, for the individual SBD simulations,
these values of dCM reveal a stable position of the ligand core in
the individual simulation (fluctuations of ∼0.3-0.4 Å) and a

Figure 5. Comparative analysis of the position of the ligand in the binding pocket of FKBP12 in the crystal (left) and in the binding intermediate IS
(right). The protein residues are color-coded according to the inset at the top of the figure. The two contacts Ile56-NH 3 3 3O2 and Tyr82-OH 3 3 3O3 are
represented by dashed lines, along with the contact Ile90-CG2 3 3 3O3 that is shown only for IS.
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consistent position throughout all of the simulations (standard
deviation of 0.11 Å). The RMSDs of the four ligand moieties
from their respective X-ray structural positions after alignment of
the protein CR atoms are also tabulated. These RMSDs are large
since they measure the shift in the position of the ligand moieties
in IS relative to their positions in thenative complex.Most important
is the fact that these values are relatively close throughout each
set of runs, and taken together, they indicate an overall consistent
position of the ligand. For the SBD results, the low standard
deviations of ∼0.2 Å indicate strikingly similar positions of the
ligand moieties in all of the runs. It is noteworthy that the core
region of the ligand is 4.64( 0.11 Å away from its position in the
bound complex (difference between average distances from the
center of the binding pocket of 6.37 Å in IS and 1.73 Å in the
bound state), which is a distance similar to the∼4.5 Å separating
the two protein surfaces in the encounter complex of the barna-
se-barstar system.11

From Figure 5, the 80s loop clearly has a configuration in IS
that differs from that in the native complex. In Table 2, RMSD
calculations performed for the protein and the 80s loop are also
reported. Their analysis reveals that only a few residues contribute
significantly to this distortion. Indeed, the backbone of segment
88-93 exhibits large deviations of∼4.5 Å for both LD and SBD
results, whereas the backbone structure of the remaining seg-
ments 82-87 and 94-95 of the 80s loop is only moderately
distorted (RMSD< 2Å). Remarkably, in the short sequence 88-
93 at the tip of the 80s loop, the largest structural deviation stems
from Gly89 (5.5 Å). This glycine residue is located in this short
sequence at the tip of the 80s loop that also contains the largest
proportion of proline residues in FKBP12. In other pro-
tein-ligand systems, the location of glycine residues near the
active site of proteins has been identified as crucial for ligand rec-
ognition by allowing local fluctuations or changes in loop struc-
ture that contribute to the entering of the ligand.43-45 In this
intermediate IS, which is hypothesized to represent an early stage
of binding, the distortion facilitated by a glycine residue can thus
appear as an effective strategy to favor an interaction between the
neighboring residue Ile90 and the diketone group of the ligand, as
we will see below in the analysis of the protein-ligand contacts. Pre-
vious studies have shown the distortion of the backbone structure

around residue 89 or the importance of this region of the 80s
loop for the recognition. For example, in a comparison between
unliganded and various bound forms of FKBP12, a systematic
difference in the backbone conformations of the region 87-89 of
the protein has been pointed out, with RMSDs as large as 2 Å.46

In the context of the formation of the ternary complex FKBP12-
FK506-calcineurin, the importance of region 87-91 of the loop
in the recognition of calcineurin has also been demonstrated.47

Although the 80s loop is distorted in the intermediate IS, the
hydrogen bonds found in this loop are well preserved. Six of the
10 native hydrogen bonds found in the 80s loop and in the 310
helix 78-81 have average contact frequencies greater than 55%,
including the three interactions between His87, Ile90, and Ile91
at the tip of the 80s loop. For these six hydrogen bonds, the
corresponding distances averaged over all of the simulations lie
below 2.41 Å. Contact frequencies that are lower than average are
obtained for the four remaining hydrogen bonds of the loop,
which each involves a glycine residue: Gly83-O 3 3 3His94-NH
(41%), Ser77-NH 3 3 3Gly1-O (27%), and values below 3% for
both Pro78-O 3 3 3Gly83-NH and Tyr82-O 3 3 3Gly86-NH.
By comparing unliganded and FK506-bound conformations

of FKBP12, Ivery andWeiler have inferred that the 80s loopmust
undergo a displacement as a unit in the binding process of the
ligand FK506.20 The same conclusion was drawn byWilson et al.
on the basis of a comparative analysis of X-ray structures of un-
bound, FK506-, and rapamycin-bound forms of FKBP12.42

Table 2. Average Distances (Å) between the Center of Mass of the Diketo-Pipecolinic Acid Core and That of the Binding Pocket
(dCM) and RMSDs (Å) of the Four Ligand Moieties and of the CR Atoms from the Respective X-Ray Structural Positionsa

RMSD of ligand RMSD of protein

run pocket 3 3 3 core dCM iPe core Ph1 Ph2 nonloopb 82-95 82-87/94-95 only 88-93

LD1 6.58( 0.32 8.79 ( 0.59 6.19( 0.42 4.45( 0.37 7.68( 0.62 1.03( 0.07 3.17( 0.13 1.66( 0.17 4.45( 0.20

LD2 7.09 ( 0.37 9.29( 0.58 6.69( 0.40 4.38( 0.48 8.25( 0.56 0.90( 0.06 3.27( 0.16 1.39( 0.11 4.73( 0.25

LD3 7.43( 0.31 8.51( 0.50 6.68( 0.31 3.83( 0.46 8.20( 0.54 1.26( 0.10 3.49( 0.22 3.09( 0.25 3.95 ( 0.24

LD4 7.67( 0.41 10.31( 0.67 7.23( 0.44 4.69( 0.47 8.82( 0.66 1.04( 0.05 3.65(-0.17 1.73 (-0.17 5.21(-0.25

ÆLDæ 7.19( 0.47 9.22 ( 0.79 6.70( 0.42 4.34( 0.36 8.24( 0.47 1.06( 0.15 3.40( 0.22 1.97( 0.76 4.58( 0.53

SBD1 6.41 ( 0.39 8.44( 0.76 6.03( 0.49 4.14( 0.61 7.10( 0.60 0.76( 0.03 3.15( 0.23 1.75( 0.30 4.34( 0.40

SBD2 6.48( 0.45 8.78( 0.68 6.14( 0.53 4.22( 0.61 7.07( 0.70 0.79( 0.11 3.33( 0.14 1.75( 0.30 4.65 ( 0.24

SBD3 6.36( 0.31 8.50( 0.53 5.93( 0.36 4.09( 0.43 6.95( 0.51 0.83( 0.13 3.27( 0.19 1.74 ( 0.31 4.56( 0.31

SBD4 6.42( 0.34 8.46( 0.48 6.05( 0.39 4.20( 0.48 7.39( 0.53 0.84( 0.10 3.24 ( 0.14 1.48( 0.16 4.64( 0.22

SBD5 6.44( 0.43 8.75( 0.63 6.09( 0.50 4.42( 0.53 7.04( 0.55 0.75 ( 0.09 3.29( 0.18 1.61( 0.22 4.66( 0.29

SBD6 6.36( 0.34 8.50( 0.57 5.95( 0.41 4.22( 0.47 7.14 ( 0.60 0.79( 0.12 3.29( 0.13 1.47( 0.16 4.73( 0.20

SBD7 6.13( 0.35 8.27( 0.59 5.66( 0.40 3.81 ( 0.64 6.70( 0.69 0.83( 0.11 3.07( 0.23 1.75( 0.38 4.20( 0.39

ÆSBDæ 6.37( 0.11 8.53( 0.18 5.98( 0.16 4.16( 0.18 7.06 ( 0.21 0.80( 0.04 3.23( 0.09 1.65( 0.13 4.54( 0.20
a For all of the RMSD calculations, the alignment was based upon the protein CR atoms. bAll CR atoms but those of segment 82-95.

Table 3. Average Separation Distances between the Centers
of Mass of the Side Chains of Tyr82, His87, Ile90, and Ile91,
along with Those Measured in the Crystal Structure (All
Distances Are in Ångstroms)

distance reference average std dev.

His87 3 3 3 Ile90 5.17 6.06 0.08

His87 3 3 3 Ile91 6.22 6.87 0.29

Ile90 3 3 3 Ile91 5.63 5.73 0.02

Tyr82 3 3 3His87 5.50 5.44 0.15

Tyr82 3 3 3 Ile90 8.43 8.63 0.30

Tyr82 3 3 3 Ile91 4.97 5.31 0.27
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Hence, the conclusions of these studies prompted us to examine
whether, in the case of ligand 8, the 80s loop underwent a
displacement as a unit between the native complex and IS. Prior
to this analysis, one key observation should be reported for the
native complex FKBP12-8: the bulky side chains of the 80s
loop, namely, Tyr82, His87, Ile90, and Ile91, are clustered
together, forming a cylinder-like hydrophobic core whose upper
edge defines a small cavity to where atom C13 of the ligand is
pointing; this cavity has a horseshoe shape (on the left of
Figure 5). We have thus monitored the six center of mass
separations between these four side chains in IS for comparison
with their values in the crystal structure. The overall averages are

reported in Table 3. All of the distances measured in IS are close
to their counterparts in the native complex, with deviations less
than ∼0.3 Å, except for the two distances His87 3 3 3 Ile90 and
His87 3 3 3 Ile91 that are slightly larger in IS by 0.9 and 0.7 Å,
respectively. Taken together, the analysis of the data for the 80s
loop, i.e., RMSDs and separation distances between its bulky side
chains, reveals a distortion of the loop backbone conformation
near the tip region 88-93 (most severe for the residue 89) and a
concerted displacement of all of the bulky side chains of the loop
between the bound state and IS.
In Table 4, the distances for the most persistent contacts bet-

ween the protein and the ligand calculated for every simulation are

Table 4. Time Average and Ensemble Average Distances (Å) for the Most Persistent Contacts between the Protein and the
Liganda

atom pairb

protein ligand SBD1 SBD2 SBD3 SBD4 SBD5 SBD6 SBD7 fluctuation range ÆSBDæ std dev.

Ile90 CG2 C8 3.88 3.90 3.86 3.94 3.94 3.93 3.97 0.29-0.46 3.92 0.04

O3 3.82 3.77 3.82 3.83 3.81 3.87 3.88 0.38-0.59 3.83 0.04

O4 3.86 4.06 3.79 4.02 4.10 3.95 3.99 0.37-0.53 3.97 0.11

CD O4 4.76 4.05 3.94 4.03 4.17 4.41 4.41 0.49-0.72 4.25 0.29

Ile91 CG1 C3 4.24 4.25 4.06 4.19 4.26 4.02 4.13 0.38-0.50 4.16 0.10

His87 CD2 O3 4.33 4.82 4.91 4.16 5.53 5.40 3.83 0.59-1.03 4.71 0.63

C13 4.13 5.32 5.75 3.88 5.82 5.67 6.24 0.79-1.61 5.26 0.90

CG C13 4.27 5.48 6.03 4.06 5.91 5.80 6.29 0.78-1.53 5.41 0.88

NE2 C13 4.35 5.31 5.69 4.07 5.61 5.60 6.20 0.75-1.59 5.26 0.77

Tyr82 OH C8 5.70 5.28 4.37 4.62 5.36 4.43 6.78 0.90-2.13 5.22 0.86

O3 4.94 4.58 3.58 3.94 4.62 3.66 6.05 0.99-2.21 4.48 0.87

O1 5.74 5.17 4.17 4.36 5.21 4.13 6.19 0.96-2.00 5.00 0.80

C16 5.31 4.69 4.08 4.18 4.72 4.06 5.75 0.73-1.69 4.69 0.65

CE2 O3 4.46 4.21 4.35 3.96 4.35 3.96 5.31 0.54-1.67 4.37 0.46

CZ O3 5.11 4.80 4.15 4.37 4.90 4.22 5.99 0.63-1.78 4.79 0.64

O C22 4.72 5.00 4.85 5.41 5.40 5.42 4.05 0.71-1.68 4.98 0.50

Ile56 CG2 O2 3.45 3.52 3.45 3.48 3.52 3.40 3.48 0.25-0.34 3.47 0.04

CA O2 4.07 4.16 4.05 4.08 4.13 4.01 4.06 0.26-0.37 4.08 0.05

N O2 3.34 3.29 3.31 3.30 3.27 3.28 3.32 0.24-0.34 3.30 0.03

—N-H O2 88.6 104.1 90.0 96.4 105.2 90.8 86.5 13.6-17.6 94.5 7.6

Val55 CA O2 3.53 3.44 3.46 3.48 3.45 3.48 3.42 0.22-0.40 3.46 0.04

C O2 3.43 3.52 3.40 3.47 3.52 3.40 3.35 0.25-0.37 3.44 0.07

O O2 4.08 4.37 4.08 4.24 4.39 4.09 3.99 0.37-0.45 4.17 0.16

Glu54 O C4 4.29 4.88 4.13 4.49 4.96 4.24 4.08 0.52-0.79 4.44 0.35

C1 3.97 4.56 3.91 4.18 4.73 3.92 3.83 0.36-0.48 4.16 0.35

O1 4.04 4.61 3.99 4.21 4.84 3.99 3.97 0.38-0.61 4.24 0.35

O2 3.74 4.24 3.74 3.96 4.36 3.74 3.62 0.37-0.52 3.92 0.28

C15 3.84 4.24 3.78 3.91 4.47 3.79 3.70 0.34-0.69 3.96 0.28

C24 3.94 4.07 3.97 3.98 4.25 3.95 4.14 0.36-0.47 4.04 0.12

C25 3.75 3.49 4.46 4.66 3.46 3.50 4.21 0.33-0.87 3.93 0.50

C26 4.54 4.05 5.23 5.30 3.94 4.37 5.18 0.43-0.80 4.66 0.57

C29 4.80 5.03 4.22 3.92 5.29 5.10 4.99 0.42-0.88 4.76 0.50

C C25 4.26 4.08 5.17 5.44 4.07 4.07 4.77 0.35-0.97 4.55 0.58

Gln53 O C25 3.91 4.24 4.81 5.18 4.17 3.74 4.19 0.51-1.10 4.32 0.51

C26 3.82 4.18 5.19 5.42 3.92 3.83 4.65 0.57-1.01 4.43 0.67

C29 5.67 6.14 4.36 4.26 6.16 5.88 4.87 0.45-1.08 5.33 0.82
aA persistent contact was considered whenever the corresponding contact frequency was higher than 50% in at least one simulation. The reported
fluctuation range (Å) represents theminimum and themaximumof the fluctuations in the simulation set. One angle value (deg) is reported for the native
hydrogen bond between Ile56-NH and ligand atom O2. b Except for Ile56 where the angle for the native hydrogen bond it formed with O2 is also
reported.
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reported, along with their ensemble average values. It is striking that
only a few average contact distances lie below 4 Å: two clus-
ters of interactions are stable, namely, between Ile90-CG2 and the
ligand atoms C8, O3, and O4 (average distances are in the narrow
range 3.83-3.97 Å) and between the atoms Ile56-(N,CG2) and
Val55-(C,CA) of the protein andO2 in the ligand (distance range of
3.30-3.47 Å). The corresponding standard deviations are below
∼0.1 Å, indicating overall consistent distances in the simulations
(the largest standard deviation is calculated for the contact Ile90-
CG2 3 3 3O4, whose distance lies slightly above 4 Å in three sim-
ulations). The backbone oxygen of Glu54 alsomakes three contacts
with distances of ∼3.9 Å; however, they are associated with signi-
ficantly higher standard deviations of 0.28 and 0.50 Å. The native
hydrogen bondbetweenO2 and Ile56-NHshouldmore properly be
viewed in IS as a van der Waals contact since the corresponding
distance and angle are 3.30( 0.03 Å and 94( 8�, respectively. For
the other native hydrogen bond between O3 and Tyr82-OH, the
average distance is 4.48 ( 0.87 Å. Hence, for the latter contact, a
large variability in the seven average distances is observed and also
high fluctuations in each simulation; this results from the high
mobility of the side chain atoms of Tyr82 (as seen below in the
fluctuation analysis) since atom O3 retains a very stable posi-
tion as stated previously (Table 2). All other average distances
in Table 4 lie mainly between 4 and 5 Å with standard devi-
ations less than 1 Å.

In Figure 6, we have reported the RMS fluctuations of the
residues that interact with the ligand (except for Ile91, which
hardly interacts with the ligand since only one of its contact
frequencies is higher than 50%), all of which are listed in the first
column of Table 4. For purposes of comparison, the RMSFs of
the unbound and bound forms of the protein are also shown, as
well as those derived for the ligand itself in an explicit solvent
model, in the bound complex, and in IS. The RMSFs for residues
53-56 are very similar in the three states of the protein (except
for the amide and the carboxylate groups of Gln53 and Glu54,
respectively). However, for the residues Tyr82, His87, and
Ile90 in the 80s loop, the RMSFs vary between the three states
of the protein. In going from the apoprotein to IS, the fluctua-
tions of the side chain of Tyr82 increase by 20 to 30% (except for
CB and CG), whereas those of both backbone and side-chain
atoms of His87 and Ile90 are damped by 40 to 50%. Between IS
and the bound complex, reversed trends are again observed bet-
ween Tyr82 and the two residues His87 and Ile90: for the former
residue, the RMSFs sharply decrease toward the lower values
0.5-0.7 Å, while no change or a small increase of less than 0.35 Å
is observed for the latter residues. The RMSFs derived for the
ligand in the three forms are surprisingly similar (with only
moderately larger values for the atoms C12 and C14 in IS).
Overall, the convergence achieved in all of the simulations (i)

for the ligand core position; (ii) for a few intermolecular distances

Figure 6. RMSFs calculated for the residues 53-56, 82, 87, and 90 that are in contact with the ligand in IS. The corresponding values for the bound state
(BS) are also reported for comparison. The RMSFs for the ligand atoms in IS and the bound state are shown in the inset. For purposes of comparison, the
RMSFs of these seven residues in the free protein and those of the free ligand (inset) were also calculated by averaging over four and five 2-ns SBD
simulations, respectively.
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that involve primarily the atom O2 and the bond C8O3 of the
ligand and their binding partners Val55, Ile56, and Ile90; and (iii)
for the RMSDs of the protein testifies to a convergent picture of
the binding intermediate IS. However, a question arises as to how
the ligand retains a stable position relative to the protein given
the very few persistent contacts between the two molecules. The
other intermolecular contacts are indeed showing large distance
variations from simulation to simulation and are short-lived. To
quantify the amounts of instantaneous short-lived contacts be-
tween the two molecules, we have calculated the total number of
contacts between each pair of interacting groups of atoms that
consists of a ligand moiety and a protein residue. A 4 Å distance
cutoff was used for counting the interatomic contacts between
each group of atoms (Figure 7a). In this figure, we can see the two
previously reported clusters of contacts between Val55 or Ile56
and the ester bond C1O1O2 (where O2 is engaged in contacts),
and between Ile90 and the two bonds C8O3 andC9O4 (of which
O4 is responsible for the contacts with the atoms Ile90-(CG2,CD),
while C9 is involved in only transient contacts with Ile90-CG2
as all its contact frequencies are well below 50%). About two

contacts are found between C8O3 and Tyr82 because of transient
contacts between O3 and the three atoms Tyr82-(OH,CZ,CE2);
in SBD3 and SBD6, however, a lasting van der Waals interaction
Tyr82-OH 3 3 3O3 is found (Table 4). It is striking that other
groups of atoms also participate in intermolecular contacts, as
indicated by the following averages: the iPe moiety makes four
contacts with His87; the Ph1 moiety makes two and almost six
contacts with the residues Gln53 andTyr82, respectively; and the
Ph2 ring makes about two and three contacts with Gln53 and
Glu54, respectively (Figure 7b).
Figure 7a also gives the average number of water molecules

that are in contact with both a ligand moiety and a protein residue.
Such bridging water molecules are mainly seen in contact with
the ligand moieties Ph2, iPe, Ph1, and the pipecolinyl ring
(C2N7). These contacts are in the range 1-1.5 for iPe and
His87, as well as for Ph2 and both Gln53 and Glu54. A slightly
larger number of such contacts involve Ph1 (about two with both
Gln53 and Tyr82) and the pipecolinyl ring (about one with each
of the residues Phe46, Glu54, Val55, and Trp59, respectively).
A detailed analysis of all of the short-lived contacts between

the protein and the ligand is useful in identifying the atomic
partners and the nature of these contacts. As seen in Table 4, all of
the average separation distances between the three mobile moieties
of the ligandPh1, Ph2, and iPe and the residuesTyr82, His87, Ile90,
Gln53, and Glu54 are above 4 Å (except for C25 3 3 3Glu54-O).
The large averages and standard deviations seen for these
separation distances result from the large RMSFs obtained not
only for the side chains of residues 82, 87, 90, and 53 but also for
the ligand moieties Ph1, Ph2, and iPe (Figure 6). The high
fluctuations of iPe, Ph1, and Ph2 are due to low dihedral energy
barriers associated with the bonds C9-C10 (1.4 kcal/mol),
C17-C18 (0.5 kcal/mol), and C15-C24 (1.6 kcal/mol), res-
pectively. The facile rotation of the Ph2 group around the bond
C15-C24 enables interchangeable interactions of the segments
C25-C26 and C29-C28 with the backbone oxygens of Glu54
and Gln53: these transient interactions are responsible for an
average of about twoCH 3 3 3Ocontacts between Ph2 and each of
these two residues (Figure 8a). For the iPe moiety, a pseudo-3-
fold symmetry can be considered around the bond C9-C10, and
similarly, the rotations about this bond exchange the atoms C11,
C13, and C14 in the interaction with the imidazole ring of His87
(Figure 8b). Each of the atoms C11, C13, and C14 of the iPe
moiety is making an average of four CH 3 3 3π contacts with the
atoms of the imidazole ring.
In contrast to the iPe or Ph2moiety, where there are only a few

easily identifiable contacts with the protein, a higher number of
transient contacts is found between the Ph1 moiety and both the
amide group of Gln53 and the aromatic ring of Tyr82. The
distances between Ph1 and Tyr82 ring centroids as well as between
the Ph1 ring centroid and each of the two atomsNE2 andOE1 of
Gln53 are reported in Figure 8c. Because of the high mobility
of the interacting partners, very short-lived contacts are seen
during the course of the simulation (in particular, the propyl
“arm”C15-C16-C17 of the ligand is very flexible). With a view
to quantitatively analyzing the preferred orientations of the
binding partners Ph1 and the side chains of Tyr82 and Gln53,
for each simulation, the three instantaneous separation distances,
such as those presented in Figure 8c, were collected into equally
spaced bins of 0.25 Å width. This yields a histogramwith distance
bins each counting the number of occurrences of certain distances
within this short distance interval of 0.25 Å. The same procedure
is followed for every simulation, and the resulting averaged

Figure 7. (a) Average number of contacts between each pair of inter-
acting groups of atoms that consists of a ligand moiety and a protein
residue (color scheme on the right) and the average number of water
molecules in contact with both a ligand moiety and a protein residue
(diamond, triangle, and circle on the left are for a number of bridging
water molecules in the intervals ]0.5;1], ]1;1.5], and ]1.5;2], re-
spectively). The core region of the ligand is further subdivided into
two keto groups (C9O4 and C8O3), the pipecolinyl ring (C2N7), and
the ester bond (C1O1O2); C15C16C17 refers to the propyl group. All
types of contacts (cutoff of 4 Å) were first obtained for each SBD
simulation; the average over the seven independent simulations was then
derived. (b) Schematic representation of the main protein-ligand
contacts. The numbers of permanent and transient contacts are circled
in solid and dashed lines, respectively; the type of noncovalent interac-
tion is indicated in each case. The bonds that link the three mobile
moieties to the core are also indicated. Positions and distances for all
moieties are not realistically represented.
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histogram is shown in Figure 9. Between Ph1 and Tyr82 ring cen-
troids, the most populated bin distances are found in the range

4-5.5 Å, a distance range compatible with π-π interactions and
consistent with the results obtained for two interacting benzene
rings (with benzene ring centroids in the range 3.75-4.02 Å and
at 4.96 Å48). Regarding the distances between Gln53-NE2 or -
OE1 and the Ph1 centroid, the interactions with NE2 are pre-
dominant (NH 3 3 3π type), as reflected by the higher number of
contacts than for OE1 at short distance ranges (3-4 Å).
To summarize, one striking feature of the protein in IS is the

displacement as a rigid body of its 80s loop, favoring various
contacts with the ligand. The segment 88-93 exhibits great
flexibility, as previously observed for other FKBP12 complexes.46

The ligand core region has a well-defined position with respect to
the protein, which enables permanent anchoring contacts of the
types NH 3 3 3O and CH 3 3 3O by the ligand atoms O2 and O3.
Moreover, since the two native hydrogen bonds are not yet
formed in this early binding stage, their formation thus represents
a major enthalpic force driving the system toward the native
complex. On the other hand, the symmetry and flexibility provided
by the noncore regions enable transient contacts of various types
(π-π, NH 3 3 3π, CH 3 3 3π, and CH 3 3 3O), which is another
important aspect of this binding intermediate (vide infra). The
dynamic aspect of the protein-ligand contacts in IS also helps to
avoid a trapped state that could impede the formation of the
bound state.

4. DISCUSSION

We have characterized one intermediate state (IS) along the
unbinding pathway of ligand 8 to FKBP12 by performing seven
independent molecular dynamics simulations with the explicit
inclusion of water molecules. The analyses of the separation
between the center of mass of the binding pocket and that of the
ligand core reveal a stable position of the ligand in IS. The ligand
core moiety is restricted to a narrow range of positions, lying
at 4.64 ( 0.11 Å above its position in the native complex.
The stability of the ligand is further confirmed by the few
persistent intermolecular contacts, mainly O2 3 3 3Val55/Ile56
and O3 3 3 3 Ile90, with corresponding distances varying over limited
ranges (Table 4). The ligand core position as well as the protein
structure are consistently predicted by the series of simulations.
These results, together with the overall agreement with the LD
results, provide confidence in the model derived for this binding
intermediate.

In contrast to the core moiety, the three peripheral groups
(iPe, Ph1, and Ph2) have a high mobility that results mainly from
the low dihedral transition barriers around a few bonds. Conse-
quently, no long-lived contacts between these moieties and the
protein are consistently observed in all of the simulations. Never-
theless, these groups can form many alternative contacts with
the protein, owing to both their intrinsic mobility and their
(pseudo)symmetry. Recently, the importance of such alternative
contacts has been highlighted in a study of the configurational
entropic contributions of the residue side chains upon formation
of the PKA/AKAP complex.49 The authors found that the affinity
between the two proteins is increased with the number of alter-
native contacts available, which is associated with an increase in
configurational entropy. Though their conclusions were drawn
from the analysis of a native protein-protein complex, we believe
that, in the intermediate IS, such alternative contacts could help
the ligand to retain at least a part of the configurational entropy it
has in the free state, while the nascent interactions would
contribute to enthalpic gain. This assertion is further supported

Figure 8. Distances between the noncore regions of the ligand and a
few protein atoms as a function of time in the SBD simulations. (a)
Distances between the edge atoms C25, C26, C28, and C29 of the ring
Ph2 and the backbone oxygen atoms of Gln53 and Glu54. The inset
represents the evolution of the dihedral angle around C15-C24. (b)
Distances between the atoms of iPe and the center of the imidazole ring
of His87. The inset represents the evolution of the dihedral angle around
C9-C10. (c) Distances between the center of the Ph1 ring and that of
the side chain ring of Tyr82, and between the Ph1 ring centroid and the
two atoms NE2 and OE1 of the Gln53 side chain. The inset represents
the evolution of the dihedral angles around C15-C16 (purple), C16-
C17 (cyan), and C17-C18 (black).
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by the fluctuations of the ligand calculated in IS that are similar to
those in the free state (Figure 6). The dynamic aspect of the
protein-ligand contacts also allows avoiding a trapped inter-
mediate along the complexation pathway.

Another important aspect of the binding intermediate is the
structure of the 80s loop. As discussed in the Introduction, in the
bound state, ligand 8 is largely buried in the binding pocket: the
pipecolinyl ring is buried in the main pocket, and the methyl
group C13 is buried in the small side cavity defined by residues
82, 87, 90, and 91. Hence, the latter four residues would con-
tribute to hindering the escape or the binding of the ligand if their
bulky side chains remained in the position found in the crystal
structure. A similar conclusion was drawn by Zacharias in a rigid
docking study of FK506 to FKBP12, where the methyl group
C35 of the ligand fills the same side cavity as C13 in 8.19

However, in a binding mechanism that proceeds through the
intermediate IS, the concerted motion observed for the bulky
side chains of the 80s loop exposes the small side cavity to the
incoming ligand, thereby allowing regions of the ligand to initiate
the interactions with the protein. Indeed, in IS, atomO3 points to
this small side cavity and forms a stable interaction with the side
chain of Ile90 as well as weak interactions with the side chain of
Tyr82 (Table 4 and right of Figure 5). An important conse-
quence of such a two-step mechanism, as opposed to a one-step
one, is the drastic decrease of the energy barrier of association
due both to the nascent protein-ligand interactions and to the
reduced steric hindrance; the latter two can be regarded as favorable
enthalpic and entropic contributions, respectively. In IS, the ob-
served displacement of the 80s loop is also consistent with the
conclusion of previous comparative analyses of bound andunbound
forms of FKBP12,20,42 as well as with NMR data that indicate at
least two distinct conformations for the 80s loop of the unbound
protein.21 The displacement of the 80s loop seen in our model IS
is additionally supported by a docking study performed on a set
of 20 protein-protein complexes.50 Though this study has not
dealt with the docking of small molecules to FKBP12, it is worth

mentioning that the authors have found that the regions of the
protein that prevent binding because of steric hindrance are under-
going conformational transitions compatible with the recognition
of the binding partner.

With a view to testing the transferability of this binding inter-
mediatemodel to other ligands, we have substituted ligand 8 in IS
with FK506. We thus hypothesize here that a similar intermedi-
ate exists for the binding mechanism of FK506. This larger ligand
was docked to the protein pocket in IS by aligning the atoms of
the common core region. FK506 was taken in its bound crystal-
lographic geometry, and no relaxation was further attempted.
Figure 10 shows the result of the superposition of the two ligands.
Remarkably, ligand FK506 fits well into this model by retaining
many of the contact features of ligand 8, with very few short
contacts, despite the fact that neither FK506 nor the mobile side
chains of His87 and Tyr82 were allowed to relax. In particular,
the distances O2 3 3 3 Ile56-N and O3 3 3 3 Ile90-CG2 are both
compatible with a van der Waals interaction (3.45 and 3.57 Å,
respectively, in the snapshot of Figure 10). The methyl group
C35 in FK506 that points to the imidazole ring of His87 has a
position equivalent to the methyl or methylene group on C10 in
8 (note that in the respective bound forms of the protein, the
methyl C35 of FK506 fills the same small side cavity as themethyl
C13 in 8). In Figure 10, the cyclohexyl group (C29-C34) in
FK506 has the same role as the Ph1 ring in 8, and, as with Ph1,
this group is known to be very mobile.51 The fact that some con-
figurations taken from the simulations of IS could fit the larger
ligand FK506 while still retaining the above-described structural
features of ligand 8 suggests a transferability of our model to
other ligand structures.

The analysis of this binding intermediate model also sheds
some light on the role of the noncore regions iPe, Ph1, and Ph2 in
the binding process. Since these three peripheral groups form
extensive contacts with a few residues in IS and thus contribute to
the stability of this intermediate, we can understand how these
groups enhance the binding ability of this ligand. The comparison of

Figure 9. At regular distance intervals of 0.25 Å between 3 and 12 Å, the three distances between the Ph1 ring centroid and the Tyr82 ring centroid,
Gln53-NE2, and Gln53-OE1, respectively, that fall into each interval were counted for each trajectory. The resulting numbers were averaged over the
whole set of SBD trajectories to yield this histogram. On the x axis, the notation for the distance interval a-b indicates an interval of type ]a;b].
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the affinity data for a few close analogues of ligand 8 indicates that
the affinity is reduced whenever one of the three peripheral
groups of 8 (iPe, Ph1, or Ph2) is missing. The substitution of any
of these groups also has important consequences on the affinity
data, as discussed below. The iPemoiety seems essential for high-
affinity properties since many high-affinity ligands contain this
group. Alternatively, for the ligands that have a tert-butyl group
on C9, the affinity measured is higher than for the group iPe.52

Other high-affinity ligands have a phenyl or methoxyphenyl
derivatives instead of iPe on C9.53 By relying on our model and
by assuming that it is transferable to other ligands, this phenyl group
(or phenyl derivatives) linked to C9 would contribute to aro-
matic stacking with the imidazole ring of His87 in the binding
intermediate analogue, thereby stabilizing this species. Regarding
the Ph2 group, the close ligand analogue 5 (Figure 11a) exhibits a
10-fold decrease in affinity (110 nM vs 10 nM for 8). It should be
stressed here that the role of Ph2 is not only to allow contacts
in IS as seen, its presence in 8 also has a consequence on its
neighboring group Ph1. Indeed, the analysis of the torsion profile
around the bond O1-C15 indicates that Ph2 severely restrains
the motion around O1-C15. Thus, the space that is spanned by
the Ph1 ring in 8 is narrower than in the case of 5, which makes it
more available for the interaction with Tyr82: the presence of the
Ph2 ring on C15 in 8 therefore contributes indirectly to enhan-
cing theπ-π interactions in IS. For the analogue 9 (Figure 11a),
the binding constant remains similar to that of 8 (7 vs 10 nM);
this comparison suggests that the aromatic nature of the sub-
stituent on C15 is not essential. On the other hand, a substitution
of Ph2 by a 1,1-dimethyl-2-propenyl group as in ligand 7 results
in a 25-fold lower affinity than that of 8 (250 nM).6 By assuming
the transferability of our intermediate model to the two previous
ligand analogues, we may argue that, in contrast to the case of the

ligand 7, in 9 the symmetry of the cyclohexyl substituent allows
the formation of alternative contacts after the rotation of this
group, as in the case of Ph2. Moreover, as mentioned above, Ph2
in 8 and the cyclohexyl ring in 9 are bulky groups that also
indirectly enhance the interactions that Ph1 makes in IS. Hence,
the number of contacts seen in the intermediate model, which
determines its stability, seems to be related to the affinity of a few
analogues of 8.

Regarding the Ph1 group, it is striking that almost all of the
high-affinity synthetic ligands of FKBP12 contain an aromatic
ring (phenyl, pyridyl, or trimethoxyphenyl ring) linked by a
propyl group to the ester bond of the ligand core. The presence
of this aromatic group and the length of the alkyl arm that links it
to the core therefore seem crucial for the binding properties. The
results for our model IS provide a guide for understanding the
role played by such an aromatic group in the recognition process.
First, in IS the Ph1 moiety makes on average two contacts with
Gln53 and almost six others with Tyr82, Ph1 being the ligand
moiety that is making the highest average number of contacts
with FKBP12 (in comparison, the pipecolinyl ring is only weakly
interacting with the protein in IS; see Figure 7a). The same
analysis performed for Ph1 in the bound state indicates that Ph1
participates in an average of about three contacts both withHis87
and with Tyr82, and one with Gly86 (data not shown). Second,
in IS the RMSD values of all of the ligand moieties from their
respective native positions reveal that Ph1 is the moiety closest to
its native position (4.16 ( 0.18 Å in Table 2). Therefore, in IS,
where the nascent interactions are formed between themolecular
partners, the Ph1 ring appears critical since it not only interacts
the most with the protein but is also the moiety closest to its
native position. What is more, in tracing the nature of the contacts
between Ph1 and Tyr82 by performing semiempirical molecular
orbital calculations, a molecular orbital overlap is obtained between
the aromatic rings of Tyr82 and Ph1, as illustrated in Figure 12.
This molecular overlap is observed whenever the two interacting

Figure 10. Snapshot that shows a superposition of the FK506 and
ligand 8 core regions. The color code for the protein residues is as in
Figure 5. Ligand 8 is colored brown, and oxygen atoms O2 and O3 are
shown as red spheres. FK506 is colored as follows: core region (C9-C26)
in light green, the cyclohexyl region (C27-C34) in dark green, and the
nonbinding region or “effector” domain (C25-C10) in blue.

Figure 11. (a) Structures of a few ligands 5, 6, 7, and 9 with structures
related to that of the ligand 8. The ligand identifiers and the Ki constants
in parentheses are taken from the work of Holt et al.6 Atom C15 is also
indicated. (b) A five- or six-membered ring is often found at the center of
the core binding region of the high-affinity FKBP12 ligands (pyrrolidine
or pipecoline). A thiazane ring (six-membered ring with a sulfur atom)
can also be found as a central motif.16 Recently, open alkyl forms for the
central motif have demonstrated the ability to promote neurite out-
growth, thus suggesting that a central cyclic structure is not a prerequi-
site for binding to FKBP.17 An amide bond also replaces the ester bond
in the context of the peptidylprolyl cis-trans isomerization.
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rings exhibit a parallel displaced configuration in a series of
structures taken from the SBD trajectories. This semiempirical
approach has been shown to yield binding enthalpies for pro-
tein-ligand systems in nice agreement with experimental values.54

To our knowledge, this is the first result showing that short-range
electronic interactions (overlap forces) may be important in an
early stage of the recognition process in a biomolecular context.

The short-range electronic interactions may also explain the
10-fold difference inKimeasured byHolt et al.6 for compounds 5
and 6 (Figure 11a). The two ligands 5 and 6 consist of the iPe and
core moieties but differ in the group linked to the ester bond:
propylphenyl and (3,4,5)-trimethoxyphenylpropyl, respectively.
In 6, the three methoxy groups act as electron donors on the
aromatic ring and are thus responsible for an enrichment in
electronic density on both sides of the ring, as compared to the
case of the nonsubstituted ring of 5. Hence, in the hypothetical
binding intermediate analogue for 6, the out-of-plane increased
density in the substituted ring could enhance the face-to-face
interactions with the Tyr82 ring, as compared to the correspond-
ing interactions in the binding intermediate analogue for 5.
Under the hypothesis that the stability of the intermediate is
related to the affinity of the ligand, the stabilization brought by
the stronger π-π interactions in the case of 6 may thus, at least
partly, explain the difference in affinity.

From an experimental viewpoint, the importance of the
aromatic character of residue 82 in the binding of the ligand
can also be seen in the measures of the inhibitory activity against
the mutants Y82F and Y82D of the protein. The mutation of
Tyr82 to Phe lowers the affinity for FK506 and rapamycin nearly
2-fold.1 Other experiences performed on the binding of rapamy-
cin to yeast FKBP12 indicate a 95% loss of binding activity for the
mutant Y89D;55 Y89 corresponds to Y82 in the human form of
the protein. Taken together, these results suggest that the hydrogen
bond between O3 and Tyr82 is not crucial for the binding but
rather the aromatic character of the side chain of residue 82.
These observations are consistent with the model IS where we
have found short-range electronic interactions that involve the
aromatic ring of Tyr82 while the hydrogen bond with this residue
is only weak at this early stage. In the hypothetical binding

intermediate analogue for FK506, the interactions of types
C-H 3 3 3π and O12-H 3 3 3π between the ring C29-C34 and
Tyr82 may substitute the π-π interactions found for 8
(Figure 10). For rapamycin, similar interactions may involve its
ring C37-C42 and hydroxyl oxygenO13. Interestingly, in amore
recent mutational analysis of the FKBP12 enzymatic activity, it
was found that, among the 19 substitutions of the 82nd residue,
the residues with an aromatic side chain (Phe, Tyr, Trp) exhibited
the highest activity, along with Arg (which also has a marked
aromatic character) and Pro.56 These experimental findings there-
fore also emphasize the importance of the aromatic character of the
82nd residue.

Finally, the analysis of this binding intermediate also provides
clues regarding the diversity of the core structures found in the
high-affinity ligands. Our results reveal that atoms O2 andO3 are
the only atoms that form stable contacts in the binding inter-
mediate, acting as two anchoring points. This result suggests that
the presence of these two atoms in the core region of a FKBP12
ligand may be important for the binding. Interestingly, when the
structures of the high-affinity ligands of FKBP12 are compared so
as to extract a common structural motif, O2 and O3 are found as
recurrent atoms, as seen in Figure 11b. It is noteworthy that, in
this motif, the pipecolinyl or pyrrolidinyl ring seems not to be a
prerequisite for tight binding since a thiazane ring16 or even open
alkyl forms for the central ring17 are also found in high-affinity
ligands. In fact, the precise structure (ring or open alkyl form) of
the central region of the motif in Figure 11b appears to be of less
importance than that of the peripheral substituents of the core, as
concluded by Zhao et al. in their study on the abilities of various
FKBP ligand structures to promote neurite outgrowth.17 Inter-
estingly, these authors have also found that the most important
regions of the ligand for promoting neurite outgrowth are the
group linked to the ester bond of the core (Ph1 or other sub-
stituents).17 Regarding the bond C9O4 found in the core, Orozco
et al. have inferred that this group is not really important for the
binding of ligands to FKBP12.57 Their finding is also consistent
with the observation that some high-affinity ligands contain only
one ketone group (C8O3);53 other ligands have one sulfonyl
group that replaces the diketonemotif.16 From the above analysis
of the core region, O2 and O3 thus appear as the main recurrent
atoms. If we hypothesize that themodel IS is transferable to other
ligand analogues, the prevalence of the atoms O2 and O3 may
then be explained because of their role as anchoring points in the
respective binding intermediate, as stated for ligand 8. This result
therefore helps to rationalize the observation that structurally
diverse core regions that all share the atoms O2 and O3 can bind
to FKBP12.

5. CONCLUSIONS

We have characterized one intermediate state (IS) along the
unbinding pathway of ligand8 to FKBP12.The ligand core region is
restricted to a narrow range of positions, lying 4.6( 0.1 Å above
its position in the native complex. Only the two carbonyl atoms
of the core regions (O2 andO3)make permanent contacts in the
intermediate, acting as two anchoring points. In contrast, the
noncore regions have a large mobility that (i) ensures a dynamic
aspect of the interactions, thereby avoiding a trapped state along
the complexation pathway, and (ii) offers the possibility of fine-
tuning the specificity of recognition owing to various types of
interaction (π-π molecular overlap and weak hydrogen bonds
N-H 3 3 3π, C-H 3 3 3π, and C-H 3 3 3O). Previous results on

Figure 12. Molecular overlap between the Ph1 moiety of the ligand
(shown in brown) and the aromatic ring of Tyr82 (in light green)
calculated for IS at the semiempirical level of theory by using the
MOZYME method with the PM5 Hamiltonian, as implemented in the
MOPAC2006 program.59 The molecular orbital is the HOMO-40
represented with an isosurface value of 0.008.
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the structure of the 80s loop are consistent with our results for
the intermediate. Moreover, under the hypothesis that our
binding intermediate model is transferable to other related
ligands, which seems valid for FK506, this model comes closest
to explaining both the diversity found for the core structures of
the FKBP12 ligands and the role that the noncore regions could
play in the recognition and the affinity (if we hypothesize that, for
the binding to FKBP12, the slower the dissociation rate of the
binding intermediate, the higher is the affinity10,11). Indeed, for
other high-affinity ligands of FKBP12, this model may explain the
common occurrence of both the atoms O2 and O3 found in the
core and the aromatic ring linked to the core by the same propyl
“arm”, the latter being important for the flexibility and the
contacts with Tyr82 and Gln53. A striking finding is the important
role that the aromatic ring of Ph1 seems to play in the binding
process by making short-range electronic interactions with
Tyr82. This result is further supported by previous studies that
have demonstrated the importance of the aromatic character of
the 82nd residue in FKBP12.1,55,56 We speculate that, in other
protein-ligand systems, short-range electronic interactions be-
tween an aromatic group of the ligand and an aromatic residue of
the protein, as between Ph1 and Tyr82 in our model IS, might
play a critical role in an early stage of the recognition process.
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ABSTRACT: Continuum electrostatic theory was applied to compute redox potentials of rubredoxin (Rd) proteins. We used
multiple side chain conformers of Rd crystal structures, optimized geometries of salt bridges, mutated residues, and residues in the
neighborhood of the iron-sulfur complex (FeS complex) self-consistently for given solvent pH and redox potential. The following
contributions to Rd redox potentials are discussed: side chain conformations, H-bond geometries of the FeS complex, dielectric
environment, charged residues, and salt bridges. We considered 15 different Rd's (of different species/strains and mutants) with
available crystal structures whose redox potentials vary between-86 mV andþ31 mV. The computed redox potentials deviated by
less than 16 mV, root-mean-square deviation (RMSD), from measured values. The amide H-bond geometry is considered to be
crucial for the variation of Rd redox potentials. To test this assumption, we considered 14 mutant Rd's for which we modeled the
structures based on Rd from WT Clostridium pasterianum (Cp) leaving the amide H-bond geometry of the FeS complex invariant.
Here, we obtained an RMSD of only 14 mV with measured values demonstrating that the amide H bond geometries cannot be a
major factor determining Rd redox potentials. We analyzed the factors determining the Rd redox potentials of a mesophilic and a
thermophilic Rd differing by nearly 90 mV. We found that half of the difference is due to sequence and half is due to backbone
variations. Albeit salt-bridge networks vary considerably between these two Rd's and are considered to be responsible for differences
in thermostability, their overall influence on Rd redox potentials is small.

’ INTRODUCTION

Iron-sulfur proteins are ubiquitous in living systems.1-5

Rubredoxin (Rd) is a redox-active protein and belongs to the
simplest type of iron-sulfur proteins. One of its functions is
storing and transferring electrons to alkane hydroxylase from Rd
reductase. Alkane hydroxylase belongs to a large class of mem-
brane proteins of interest as biocatalysts for the production of
alcohols, fatty acids, and epoxides.6,7 The Rd's under study have
52 to 54 amino acids, except one with 45 residues. The redox-
active iron sulfur complex (FeS complex) in Rd consists of a
single iron, ligated to four sulfur atoms of cysteine residues (see
Figure 1). The FeS complex in Rd involves only a single iron.
Thus, quantum chemical computations are facilitated consider-
ably, since antiferromagnetic coupling appearing in multinuclear
FeS complexes is absent.8-14 Studies on iron sulfur proteins
and corresponding model systems have demonstrated that
several factors are important in understanding their redox
properties.3,5,9-13,15-25 These are the number, types, and
strengths of H bonds with the FeS complex;3,5,13,15,17,21-25 the
polarity and protonation states of residues surrounding the FeS
complex;26,27 the degree of solvent exposure;16,20,21,28 and quite
generally, the electrostatic environment defined by the protein-
solvent boundary.9-12,20

Using NMR spectroscopy, Lin et al.15,23 found a correlation
between the redox potentials of Rd's from Clostridium paster-
ianum (Cp) mutants and the strengths of the six amide H bonds
with the FeS complex characterized by H-bond lengths. They

inferred variations of H-S distances ranging from 2.2 Å to 2.8 Å
and concluded that these are essentially responsible for the
variations of redox potentials of different Rd's from mutant Cp.

Figure 1. Rubredoxin (Rd) crystal structure from Cp (PDB code
1IRO38) with 53 amino acids and the iron-sulfur complex (FeS com-
plex) in the center. The iron is covalently bound to four cysteine sulfur
atoms belonging to two different protein loops (in red). Blue CR-Cβ

bonds with residue numbers depict amino acid side chains of Rd that can
have an impact on the redox potential, as will be discussed in text.

Received: August 24, 2010
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However, the mutations of Rd do not only vary the H-bond
strengths but also conformations, charge distributions, and the
electrostatic boundary between the protein and solvent, which all
can shift the Rd redox potentials.20,21,29 One purpose of the
present work is to study the influences of these different factors
on Rd redox potentials.

Subtle conformational details may also influence the redox
potentials of Rd-like FeS complexes.30 In this context, it is worth
mentioning that the FeS complex structures of Rd's vary with
the redox state31-34 and differ from crystal structures of small
Rd-like FeS-complex models.21,35 Such conformational changes
of Rd-like FeS complexes are quite important, as steric constraints
imposed by the protein alter the geometry and energetics.21,35

Therefore, quantum chemical computations of small FeS
complexes may not faithfully describe the properties of the
FeS complex in the protein, while larger models36 that can
represent the protein environment more faithfully may introduce
new problems, if they possess several energy minima with
different geometries.37

One of the challenges of the Rd function is to understand that
at room temperature (T = 25 �C) the redox potential from the
mesophilic Cp is at -55 mV, while it is at þ31 mV39 from the
thermophilic Pyrococcus furiosus (Pf)39 species, albeit the struc-
tures (backbone RMSD of about 0.5 Å) and sequences (se-
quence similarity of 70%, sequence identity close to 60%, see
Table 1) are similar. The sequences of Rd's from these two
species vary in charged residues and salt bridges, which were
suggested to play a role in thermostability.40-42 Surprisingly, the
Rd redox potential from WT Pf, which at room temperature is
þ31mV, assumes a value of-93mV at 95 �C,39 much lower and
close to the room temperature value of-77 mV of Rd fromWT
Cp. Understanding the peculiarities of redox potentials of these
two Rd's has been the subject of many experimental and
theoretical studies during recent years.16,27,29,32,39,43-57

Two main sources for temperature dependent redox poten-
tials of proteins can be named. (i) One reason for the observed
downshift of the Rd redox potential with rising temperature
could be the lowering of the water dielectric constant at higher
temperatures,39 which at T = 100 �C is as low as εw = 55.5.58

Assuming that the thermophilic Rd structure remains invariant at
high temperatures, the FeS complex does not become solvent

exposed, such that there is only a moderate decrease in dielectric
screening of the FeS complex. This may destabilize the more
negatively charged reduced state (total charge-2) slightly more
than the oxidized state (total charge -1). Hence, we would
expect a small downshift of the Rd redox potential with rising
temperature. This is likely the result of subtle changes in the
protonation pattern that can also influence the Rd redox poten-
tials. (ii) A second source is certainly structural changes induced
at higher temperatures. Partial unfolding of the very stable Rd
from the thermophilic species Pf is unlikely. Opening of small
cavities close to the FeS complex could allow water to penetrate
and form additional H bonds with the negatively charged sulfurs
of the FeS complex. Again, this would stabilize more the reduced
than the oxidized state and thus upshift the redox potential with
rising temperature, opposite to the trend observed in experi-
ments. However, the six amide H bonds with the sulfurs of the
FeS complex may become loose at higher temperatures. This
would destabilize the reduced state more than the oxidized state,
resulting in a potentially significant redox potential downshift, as
observed in experiments. Albeit these temperature effects are
certainly of interest, we restrict our present study to room
temperature only.

To compute the Rd redox potentials, we evaluate electrostatic
energies in continuum dielectric models.59-69 This procedure
yielded agreement with experiments for protein cofactors as
different as hemes,62,63,66,69 chlorophylls,68 and quinones64,65,67

in different types of proteins. In this approach, measured redox
potentials of appropriate model systems in solvents were used as
references to compute the shift in redox potentials between the
solvent and protein environment, evaluating the electrostatic
energies of solvation. For Rd-like FeS complexes, such experi-
mental redox potential values are not available. Therefore, we
considered in a previous study21 FeS complex model compounds
whose redox potentials were obtained by a combination of ab initio
quantum chemical and electrostatic energy computations.
This study is in line with previous work21,70,71 where we
computed redox potentials of a larger number of organic
compounds70 and transition metal complexes,71 yielding agree-
ment with experimental results with a root-mean-square devia-
tion (RMSD) of 55 mV and 60 mV, respectively. For a small Rd-
like FeS complex, [Fe(SCH2CH3)4]

-,2- with S4 instead of the

Table 1. Sequence Comparison between Eight Rubredoxins (Rd) from Seven Different Species (Two Different Strains from Dv)
with Available Crystal Structures: Clostridium Pasterianum (Cp),38,81 Desulfovibrio Desulfuricans (Dd),82,83 Desulfovibrio Gigas
(Dg),84,85 Desulfovibirio vulgaris (Dv),86-88 Pyrococcus Abbyssi (Pa),25,80 Pyrococcus Furiosus (Pf),32,49,89 and Pseudomonas aeru-
ginosa (Ps)7 a

a Some of the conserved residues are highlighted in different background colors: cysteines in yellow, amino acids surrounding the FeS complex (see Fig.
1) in light gray, amino acids belonging to different salt-bridge patterns in the crystal structures in dark blue/red/green (see details in Supporting
Information Table S3). The residue numbers in the first line refer to Rd from Cp. 1Miyazaki strain of Dv. 2Hildenborough strain of Dv. 3N-terminal
alanine forms a salt bridge with D14. 4 In Pa, E53 is involved in two different salt bridges: a side chain of E53 with K3 and C-terminal acidic group of E53
with R51.
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C2 symmetry prevalent in Rd our computations yielded in
acetonitrile a redox potential of -813 mV, as compared to the
measured value of -838 mV.71 Using the same approach, we
obtained for a large Rd-like FeS complex21 that mimics the
situation in Rd faithfully with proper C2 symmetry and H-bond
pattern a redox potential of þ194 mV in a dielectric continuum
of εw = 80 corresponding to water. In the present work, we
considered the complete Rd protein from different species and
from different mutants to study the variation of the redox
potentials of the embedded FeS complex. These Rd redox
potentials were computed with the newly developed extended
version of the program Karlsbergþ.72,73 In contrast to the former
version of Karlsberg,61 which uses the charge model of a single
protein structure (closely related to a corresponding crystal
structure with optimized hydrogen atom positions), the new
Karlsberg version can be used to compute pKA values and redox
potentials in proteins by optimizing not only hydrogen atom
positions but also specific amino acid side chains self-consistently
at a given solvent pH and redox potential.

The aim of this study is to understand how Rd proteins from
different species tune their FeS complex redox potentials by
varying the amino acid composition and protein conformation.
We quantify how much the dielectric environment affects the
redox potentials of different Rd's from mutant Cp by modeling
the Rd structures using a polypeptide backbone and unchanged
side chain conformers from the WT Cp crystal structure. Since
the amide H bonds with the FeS complex remain invariant in
these mutant Rd structures, we can study redox potential
variations of factors that differ from H-bond strengths. We also
investigated the role of charged amino acids and salt bridges to
understand the redox potential differences between mesophilic
and thermophilic Rd's. Furthermore, we consider the conforma-
tional variations observed in Rd crystal structures and evaluate
the influence they have on Rd redox potentials.

’METHODS

Foundations and Conditions for Electrostatic Energy
Computations. All redox potentials reported in this work are
based on electrostatic energies evaluated by solving numerically
the linearized Poisson-Boltzmann equation:

r!•½εð rBÞr
!

φð rBÞ�- k2ð rBÞ φð rBÞ ¼ - 4πFð rBÞ ð1Þ

using the program APBS74,75 to obtain the electrostatic potential
φ, where ε is the dielectric constant, κ is the ionic strength, and F
is the charge distribution. The total electrostatic energy is given
by refs 60 and 72:

ΔGðn, lÞ ¼
XN
μ¼ 1

xðn, lÞμ ðgðlÞμ - gext, μÞ

þ
XN

μ, ν¼ 1, μ<ν

xðn, lÞμ xðn, lÞν ΔΔwðlÞ
μν þΔGðlÞ

conf ð2Þ

where μ and ν label the total number of N-charge variable
(titratable or redox-active) groups in the protein, while n labels
one of the many possible combined protonation/redox patterns
and l labels the protein conformer. The zero point of energy
corresponds to the reference charge state where all titratable

groups are deprotonated and all redox-active groups are reduced.
The set of integers xμ

(n,1), μ = 1, ...N, describes the protonation/
redox pattern n in protein conformer l; xμ

(n,1) vanishes if the group
μ is deprotonated/reduced and is unity if the group μ is
protonated/oxidized. The first term in eq 2 considers the
electrostatic energy of individual charge variable groups μ in
protein conformer l, if all other charge variable groups (ν: ν 6¼ μ)
are in the reference charge state. The second term in eq 2
considers the correction energy necessary, if the other charge
variable groups (ν) are not in the reference charge state where
xv
(n,1) = 0. The third term in eq 2 accounts for the specific protein
conformer l and vanishes if the reference conformer is adopted.
The reference conformer can be arbitrarily chosen and in prin-
ciple also the reference charge state, defining thus the zero point
of energy ofΔG(n,l). However, in the latter case, the xμ

(n,1) in eq 2
have to be replaced by Δxμ

(n,1) = xμ
(n,1) - xμ,ref

(n,1), where the xμ,ref
(n,1)

characterize the reference charge state. Since the energy
eq 2 is only applied to evaluate energy differences, the choice
of reference state has no influence on the results. The free
energy of a proton or electron in the solvent is given
by gext,μ, where the index μ is only needed to discriminate
between the proton and electron depending on the type of
charge variable group μ. If μ is a titratable group, gμ

(1) =-ln(10)
RT298KpKA,intr,μ

(1) and gext,μ=-ln(10)RT298K pH. If μ is a redox-
active group, gμ

(1) = F 3 eμ
(1) and gext,μ = F 3 esolv, where F is the

Faraday constant and eμ
(1) and esolv are the redox potentials of

redox-active group μ and the solvent, respectively. How the
energy terms gμ

(1) and ΔΔwμν
(1) from eq 2 are evaluated with the

help of the PB eq 1 is explained in detail in refs 60 and 72. The
probability of the charge variable group μ to be in its proto-
nated/oxidized state is computed as a Boltzmann average:

Æxμæ ¼ 1
Z

X
n, l

xðn, lÞμ exp -
ΔGðn, lÞ

RT

 !
with

Z ¼
X
n, l

exp -
ΔGðn, lÞ

RT

 !
ð3Þ

where the sums in eq 3 run over all conformers (l) and charge
states (n). Since the number of different charge states can be
enormously large, the sums are evaluated using Metropolis Monte
Carlo importance sampling, as explained in more detail in ref 61.
The protein was described as a set of atomic partial charges

[defining thus the charge distribution F(rB) in the PB eq 1]
embedded in an inhomogeneous dielectric continuum where the
dielectric constant was set to εp = 4 inside the protein and εw = 80
outside for bulk water. The more details of the protein are
modeled explicitly, the lower is the value of the dielectric
constant inside the protein volume. Considering a single or
few protein conformations with a detailed atomic charge model
and flexible protonation pattern, as done in the present study and
in a legacy of our past studies, the dielectric constant εp = 4
accounting for electronic polarizability and residual conforma-
tional variation of amino acid side chains of the protein yielded
the best results. Larger values of the dielectric constant εp would
become necessary if the protein model was less detailed. This is,
for instance, the case for the aqueous solvent, where εw = 80 is
used, since no molecular details are considered. If two different
electrostatic models of the same protein yield the same quality of
agreement, the model with the lower value of the dielectric
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constant is superior. Since one reviewer was questioning the
dependence of the computed redox potentials on the protein
dielectric constant, we added results for εp = 2 and 8, which
are discussed later, together with the results on the Rd mutants
from Cp, and presented in detail in Figure S1 in the Supporting
Information.
The boundary interface between the protein and sol-

vent lumen was calculated by the molecular surface routine
implemented in APBS using a solvent probe radius of 1.4 Å.
Large enough cavities inside the protein can also be detected by
this algorithm, such that inside their volumes a dielectric constant
of εw = 80 can be assigned. This feature becomes relevant if one
considers mutants where a voluminous side chain is replaced by a
smaller one. An ionic strength of potassium chloride concentra-
tion at 100 mM was implicitly included.
An alternative approach would be to use explicit water and to

evaluate the energetics of the different protonation and redox
pattern by molecular dynamics (MD) simulations, as done
by other groups.76,77 This protein-water model is more detailed
but requires ensemble averaging over different water con-
formations. The amount of CPU time needed when generating
by MD simulations the necessary number of water conforma-
tions for a single combined protonation and redox pattern
may be roughly the same as the time needed to solve a single
linearized PB equation. However, MD simulations must be
performed for each protonation pattern. In contrast, due to the
additivity of electrostatic energies obtained by the linearized PB
equation, it can be solved independently for the states of the
individual titratable and redox-active groups. Hence, for a protein
like Rd from WT Cp, with 20 titratable residues, 220 MD
simulations are necessary, while in the present approach the PB
equation needs to be solved roughly only 2 � 20 times. The
typical accuracy for pKA computations is about 1 pKA unit cor-
responding to 60 meV.72 For redox potential computations, we
expect an even higher accuracy, since changes of the charge
pattern between the different states of a redox-active group are
less localized than for protonation changes of titratable groups.
Atomic Partial Charges and Redox Potential of the Re-

ference FeS Complex. Atomic partial charges were taken from
the CHARMM22 force field78,79 if available. For the FeS com-
plex, atomic partial charges were adapted from previous work
where electrostatic potentials were computed with a combina-
tion of quantum chemical and electrostatic methods applied
to the small Rd-like model [Fe(SCH2CH3)4]

-,2- in C2 sym-
metry,21 yielding a redox potential value ofþ56mV in water (ε =
80) and -165 mV for a continuum dielectric medium, corre-
sponding approximately to protein environment (ε = 20, Table 3
in ref 21). The too low value of the redox potential in the latter
case is due to the absence of explicit H bonds with the sulfur
atoms of the FeS complex in this small Rd-like model. The charge
model of a more realistic larger Rd-like FeS complex involvingC2

symmetry and the appropriate H-bond pattern (model 4 in ref 21
with six amide H bonds), as it appears in Rd, yielded a redox
potential value in water of þ194 mV. The same large model
embedded in a continuum dielectric of ε = 20 that roughly
approximates the protein environment, if for the protein no
explicit atomic charges are used, yielded þ57 mV,21 which is
close to the interval (-87 to þ39 mV) of measured Rd redox
potentials. However, this large Rd-like model is too complex
and in conflict with the CHARMM charge model and cannot
easily be adjusted to compute electrostatic energies considering
a detailed protein model with atomic charges. Therefore, we

used in the present study the smaller reference model [Fe-
(SCH2)4]

-,2- whose charges were made compatible with the
CHARMM force field. For this smaller model, no measured
redox potentials are available, presumably since it is not stable in
solution. A detailed explanation is given in section S1 and charges
are listed in Table S2 of the Supporting Information. Alter-
natively, using a reference redox potential value of þ112 mV
(56 mV larger than the redox potential computed for the small
Rd-like model in a dielectric medium of ε = 80) for the small
charge adapted FeS complex in water ([Fe(SCH2)4]

-,2-), the
RMSD between computed and measured Rd redox potentials is
minimized (see section S2 in the Supporting Information for a
detailed discussion). The differences of the computed redox
potentials with this reference redox potential are within the range
of deviations to be expected from the ab initio computational
method employed21,70,71 for the Rd-like FeS complexes. Since
the variations in measured Rd redox potentials to be analyzed are
of the same size as these differences, we prefer to useþ112mV as
a reference redox potential value for the small FeS complex in our
computations. Thus, we have introduced an adjustable parameter
in the electrostatic energy computations.
Redox Potential Computations in Proteins with Multi-

conformers. For the electrostatic computations of the Rd
redox potentials, we employed a modified new version of
Karlsbergþ,72,73 which we used in the past primarily for
accurate pKA computations. Karlsbergþ combines classical
electrostatic energy computations with pH-dependent con-
formational relaxation of salt bridges and H bonds inside
proteins. The original Karlsbergþ, available on the Web, tries
to predict alternative atom positions for side chains of basic
and acidic residues involved in salt bridges under high and low
pH conditions, where these salt bridges are generally not
stable any more. It does so by generating pH adapted con-
formations (PACs) that are obtained by self-consistent geo-
metry optimizations of the input crystal structure combined
with random changes of side chains of basic and acidic residues. In
the new modified version of Karlsbergþ, we consider redox rather
than pH-dependent alternative side chain conformers. Accord-
ingly, we introduced redox and pH 7 adapted conformations
(RACs) for a given Rd redox state in the same spirit as we in-
troduced PACs before to describe the pH dependence of the
protonation pattern.72These RACs can also be generated tomodel
side chain conformers of mutated residues. FeS complex redox
potential contributions due to specific amino acids were analyzed
by setting the charges of the corresponding side chain atoms to
zero while computing the Rd redox potential.
GeneratingRedoxPotentialAdaptedConformers (RACs). To

compute redox and protonation equilibria in proteins, solvent
pH and solvent redox adapted equilibrium protein confor-
mers are generated from the appropriate crystal structures where
hydrogen atoms were added by Karlsbergþ. In summary,
Karlsbergþ consists of three modules: (i) generation of PACs or
RACs using a special CHARMM78 script, (ii) computation of
electrostatic energies with the Poisson-Boltzmann solver
APBS,74,75 and (iii) Boltzmann averages of protonation and
redox patterns and conformations (inherent in PACs or RACs)
using the Metropolis Monte Carlo algorithm as in our legacy
program Karlsberg.
This task is solved by self-consistent geometry optimization

determining the most likely occupied protein conformations
(with respect to protonation and redox pattern, hydrogen atoms,
and side chain conformers of a selected set of residues) without
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knowing its most likely protonation pattern and vice versa. To
achieve this goal, Karlsbergþ performs an iterative procedure
analogous to quantum mechanical self-consistent energy com-
putations. First, Karlsbergþ calculates an initial protein proton-
ation pattern at a high dielectric constant of εp = 80 everywhere
(to avoid an unphysical protonation pattern, which may easily
appear initially) by adding and optimizing hydrogen atoms in the
crystal structure with standard protonation (acids deprotonated
and bases protonated). On the basis of this first guess of
protonation pattern, Karlsbergþ performs geometry optimiza-
tions (at ambient pH and a given redox state using the
CHARMM2278 force field with εp = 1 everywhere for all ite-
ration steps) of amino acid side chains (including hydrogens)
involved in salt-bridges and a selection of others that may
influence the cofactor redox potential starting with a set of 30
structures with randomized side chain geometries for the con-
sidered amino acids. The resulting lowest energy global con-
former of the protein is used in the next step to re-evaluate the
protonation pattern by electrostatic energy computations (from
now on, with εp = 4 in the protein and εw = 80 outside). If it
changes, the geometry optimization step is repeated using the
new protonation pattern. The cycle is repeated until the proton-
ation pattern remains constant at a given pH and redox state.
With this procedure, five RACs are generated for each redox state
at ambient pH, starting with a different random seed in each case.
Finally, Karlsbergþ computes redox titration curves of the protein
using the ensemble of generated RACs with their electrostatic
energies. This is done using Metropolis Monte Carlo importance
sampling according to eq 3 considering the states of lowest
electrostatic energy of the protonation, redox, and conformation
pattern of the protein and allows calculating the redox potentials
as proper Boltzmann-weighted thermodynamic averages.61

Besides the treatment of salt bridges, Karlsbergþ can now also
generate RACs with geometry optimized side chains of mutated
residues (and of other electrostatically relevant side chains of
varying geometry), which is useful when no experimental co-
ordinates are available for them. Since the side chains of the
mutated residues possess different volumes and shapes than the
side chains they are replacing, we included also the side chains of
the neighbor residues (around 4 Å from the mutated residue) in
the optimization procedure to generate RACs. If, for the same
protein, crystal structures from two different species are available,
it is instructive to build RACs that use the whole polypeptide
backbone and chain conformers of all conserved residues from
one protein but have inserted side chain conformers of the other
protein structure for the nonconserved residues. In case side
chains were found in multiple conformations in the protein
crystal structure, RACs were generated for each combination of
side chain conformers and used in the Boltzmann averaging.
Relaxing amino acid side chains can also be quite useful, if a

protein crystal structure involves structural deficiencies. This is
for instance the case for Rd crystal structures from Cp that were
solved as trimers28,55 and tetramers,80 where some side chains
belonging to different monomers are in too close contact and
needed to be relaxed.
Usage of Rubredoxin Crystal Structures and RACs. The

experimental information of atomic coordinates of all con-
sidered Rd's in this study were taken from the protein database
(PDB): these are the WT structures of Rd's in the oxidized
state from eight different species/strains, as listed in Table 1,
where the sequences are aligned. We also considered available
Rd crystal structures in the reduced state from Cp (WT31 and

L41A mutant34) and from WT Pf.32 The lengths of the six
amide H bonds with the sulfur atoms of the FeS complex vary
within the same Rd and between different Rd's typically
between 3.34 and 3.99 Å, with an average of about 3.5 Å (see
in ref 21 Supporting Information Table S1.2). More informa-
tion regarding PDB codes, structure resolutions, redox states,
and the literature are given in Table S3 of the Supporting
Information.
We also used crystal structures of Rd's from mutant Cp

(l41A,34 V44L,55 V44A,55 V44G,55 and V44G/G45P55) and
from mutant Pa (W4L/R5S and W4L/R5S/A44S25,80). We
excluded Rd structures based on NMR experiments. All Rd
crystal structures from Cp (WT and mutants) were pairwise
superimposed using the Kabsch algorithm90 relative to the
structure from WT Cp (1FHH) considering atoms of the FeS
complex only (iron, sulfurs, and Cβ atoms of the four ligating
cysteines) to detect residues whose side chains are in different
conformation (see Supporting Information Table S4). In four Rd
crystal structures (WT Cp and V44A, V44G, and V44L mutant
Cp), coordinates of the C-terminal residue (E54) are missing
(53CR-Fe distance 18.2 Å). The missing atoms were modeled
yielding computed redox potentials that deviated by less than
4 mV from the corresponding values in absence of E54. There-
fore, in the following, computed redox potentials of these Rd's
refer to the crystal structures without a modeled C-terminal
residue.
We computed the Rd redox potentials using two different sets

of RACs generated by Karlsbergþ: a minimal and an extended
set. In theminimal set of RACs, we considered all available crystal
structure data. These are crystal structures from different labora-
tories, for different redox states, for all monomers, if there are
several monomers per unit cell and for all combinations of
multiple side chain conformers (for more details, see Supporting
Information Table S3). For the three Rd's, where crystal struc-
tures are available for both redox states, we generated RACs of
the oxidized state also using the reduced crystal structure and vice
versa. The RACs for the extended set are obtained by generating
for each RAC of the minimal set all combinations of side chain
geometries (1) of residues involved in salt-bridges, (2) of selec-
ted residues near the FeS complex, and (3) of mutated residues
(if no corresponding crystal structures are used instead). All
generated RACs were generated at constant pH = 7. Note that
RACs based on a single Rd crystal structure involve only side
chain and no backbone variations. However, we also used
different Rd crystal structures (from different laboratories, for
different redox states, different monomers in the unit cell of the
same crystal) and generated for each of these structures RACs.
Hence, the complete set of RACs involved also backbone
variations if not otherwise stated.
Measured Rd Redox Potentials. Measured redox potentials

of all considered Rd's are listed in Table S5 (Supporting
Information). Redox potentials of the same protein measured
by different groups vary by about 20 mV. This may be due to
different measurement methods and usage of redox modifiers
(like polylysine) to obtain stable square voltammetry for nega-
tively charged proteins like Rd.29,91 The use of these modifiers
can slightly upshift redox potentials.29,91 Furthermore, there are
small variations of pH and temperature where Rd redox poten-
tials were measured (see for example Rd from Pf, Table S5).
Accordingly, Rd redox potentials are more positive at lower than
at higher pH92 and decrease with higher temperatures.39 In our
redox potential computations, we assume standard conditions,



747 dx.doi.org/10.1021/ct100476h |J. Chem. Theory Comput. 2011, 7, 742–752

Journal of Chemical Theory and Computation ARTICLE

i.e., pH 7 and 25 �C, and no adjustment of measured redox
potentials due to the use of redox modifiers was considered.

’RESULTS AND DISCUSSIONS

Overview of Computations. The evaluation of Rd redox
potentials in this study consists of five parts. (1) Rd redox
potentials of different species and their mutants were computed
using the minimal set of RACs as described in the Methods
section and Table S3 (Supporting Information). (2) We con-
sidered the same Rd's but use now the extended set of RACs as
described in the Methods section. (3) To study the dependence
of the Rd redox potentials on H-bond geometries, side chain
conformers, and charges, we focused on mutant Rd's from a
single species (Cp), using RACs that were based on the single Rd
crystal structure from WT Cp. (4) We consider the Rd's from
mesophilic Cp and thermophilic Pf to discuss the factors that
explain the difference in their Rd redox potentials. (5) The
protein backbone variation close to the FeS complex observed in
Rd crystal structures from Pa (mutant W4L-R5S) allows for
studying computationally how geometry variations of H bonds
with FeS complex sulfurs influence the Rd redox potential.
1. Computed Rd Redox Potentials Based on the Minimal Set

of RACs. We generated RACs according to the minimal set. In

these preliminary computations, the correlation between mea-
sured and computed Rd redox potentials is poor (RMSD of
42 mV; see “�” in Figure 2; values are listed in Supporting
Information Table S7). Results of similar quality were reported
before16 using solely Rd crystal structures, optimizing only hy-
drogen atom positions. Some improvement was obtained when
the computed Rd redox potentials were based on structures
fromMD simulations16,57 However, theseMD based approaches
generally involve global changes in Rd structures, making it
difficult to quantify the different redox potential contributions. In
the present study, only moderate structural modifications of the
Rd crystal structures were considered, making it easier to identify
specific influences on Rd redox potentials, as shown in the next
two sections, 2 and 3.
2. Computed Rd Redox Potentials Based on the Extended

Larger Set of RACs. We calculated the Rd redox potentials again
using the extended larger set of RACs. Here, we optimized side
chains of a selected set of residues close to the FeS complex (5, 7,
8, 41, 44; see Figure 1) and of residues involved in salt bridges for
the oxidized and reduced states. In studies of Rd's from Cp
mutants,27-29,31,34,38,46,55 it was suggested that these selected
residues influence the Rd redox potential (see also, next section).
The correlation of measured and calculated Rd redox potentials
of all 15 Rd's yields now an RMSD of only 16 mV (open symbols
in Figure 2; values listed in Supporting Information Table S7).
This is a significant improvement compared to the results ob-
tained by optimizing hydrogen atom positions only (“�” in
Figure 2). For 13 of these Rd's, the redox potentials were
measured, while for two Rd's (from WT Ps and from V44A/
G45P mutant Cp; red right-facing 4 in Figure 2), only estima-
ted values are available. Nevertheless, no difference in quality
of agreement with computed values could be observed for the
latter two.
The largest discrepancies are systematic deviations that occur

for redox potentials of the three Rd's from Pa (green 4 in
Figure 2). These were measured in the same lab25,80 using
polylysine as a redox mediator, which may have caused an upshift
of the measured redox potential by about 20 mV.91 The RMSD
increases slightly (17 mV), if we consider the 12 Rd's where
crystal structures are available only for the oxidized states (red
right-facing 4, green 4, and magenta 3 in Figure 2). It becomes
smaller (8 mV), considering only the three Rd's (blue ) in
Figure 2) where crystal structures are available for both redox
states that were used to generate the RACs and where systematic
deviations of the measured redox potentials (green4 in Figure 2)
are excluded. Furthermore, we observe small but systematic
deviations for the computed redox potentials to lower values
for the Rd's where crystal structures are only available for the
oxidized states (open triangles in Figure 2), while this seems to be
not the case for the three redox potential values obtained for Rd's
where crystal structures are available for both redox states (blue)
in Figure 2). In fact, it can be expected that the energy of a
reduced state is higher if it is computed on the basis of the structure
of the oxidized state, rendering computed redox potentials more
negative as compared to the measured values. An analysis of
the amide H-bond lengths reveals that they are slightly shorter
(by less than 0.1 Å, Supporting Information Table S6) for the
reduced state than for the oxidized state. Ignoring these small
structural differences in the computation of Rd redox potentials
may explain this small systematic deviation.
The relatively large differences in the sequences of the

considered Rd's from seven different species make it difficult to

Figure 2. Comparison of measured and computed redox potentials
of Rd's with 15 different sequences using the corresponding crystal
structures. These are WT Rd's from eight different species/strains (Cp,
Pa, Pf, Ps, Dg, Dv(H), Dv(M), and Dd) and seven Rd's from mutant Cp
(V44A, V44L, V44A/G45P, V44G, and L41A) and from mutant Pa
(W4L/R5S and W4L/R5S/A44S). The symbol “�” refers to computa-
tions based on the minimal set of RACs (see Methods, RMSD 42 mV).
The open symbols (blue ), red right-facing4, green4, and magenta3)
refer to computations using the larger extended set of RACs (RMSD
16 mV). For the 12 Rd's marked by open triangles (red right-facing 4,
green 4, and magenta 3), crystal structures are only available for the
oxidized states. For the three Rd's marked by blue ), crystal structures
are also available for the reduced states. The three Rd redox potentials
from Pa denoted by green 4 were measured in the same lab80 using
polylysine as a redox modifier that can upshift Rd redox potentials (see
discussion in text). Rd redox potential values from two species (Cp
V44A/G45P and WT Ps) denoted by red right-facing 4 were not
measured but estimated.7 Redox potentials are listed in Table S7
(Supporting Information).
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explain how individual amino acids may contribute to the shifts of
redox potentials. Therefore, we will continue our study, focusing
on the redox potentials of mutant Rd's from the same species.
Nevertheless, a trend can be observed on the basis of the results
presented so far: replacing small by large hydrophobic side chains
in positions 8, 41, and 44 decreases the solvent accessibility of the
FeS complex and consequently lowers its redox potential.29

3. Redox Potentials of Mutant Rd’s Based on Crystal Struc-
tures from WT Cp. We tried to assess the structure-function
relationship between mutated residues and the FeS complex
redox potential. For this purpose, we used the crystal structure of
oxidized Rd from WT Cp (1IRO) as a scaffold to construct
structures of 15 Rd's from mutant Cp (mutated at sequence
positions 8, 41, 44, and 45) for which the FeS complex redox
potentials have been measured (Table S5, Supporting Infor-
mation). We generated an extended set of RACs with op-
timized side chains in six sequence positions (5, 8, 41, 44, 45,
and 48; see Figure 1) involving mutated residues and direct
neighbors of the FeS complex as well as side chains involved in
salt-bridge networks (D29-K31-D32, D35-K46, and E51-K2-
E53). With this extended set of RACs, computed and measured
Rd redox potentials yielded a surprisingly good agreement with
measurements showing an RMSD of only 14 mV (Figure 3;
values listed in Supporting Information Table S8). Again, this is
a considerable improvement compared to the preceding results
where the minimal set of RACs was used (“�” symbols in
Figure 2).
The data set of the 15 Rd's from mutant Cp and the

corresponding WT Rd are suitable to demonstrate how the Rd

redox potentials vary, if the protein dielectric constant εp is set
to 2 and 8. But, we will continue to strictly stick to εp = 4, a value
which we have found to be optimal and have used exclusively for
more than 15 years. In both cases εp = 2 and 8, the results are very
poor, yielding RMSDs of 37 and 38 mV using redox potential
reference values of 173 and -18 mV, respectively (for more
details, see Figure S1 of the Supporting Information).
Since the protein backbone atom coordinates were kept

invariant in all of these modeled Rd structures, the H-bond
geometries of the FeS complex involving only backbone amide
groups did not vary with mutant Rd's and redox states. Hence,
the variation of Rd redox potentials can be explained by other
factors than the local H-bond geometry around the FeS complex.
One such important factor seems to be the FeS complex solvent
accessibility and its variations with the redox states. This is
corroborated by the Rd crystal structures from WT31,38 and
L41A mutant Cp,34 showing variations of T5, K31, I12, and L41
side chains (Supporting Information Figure S2). In the high
resolution Rd crystal structure from WT Cp (PDB ID 1IRO),
several residues (T5 P15, K31, L41, and E50) appear in multiple
side chain conformations. Analog variations of residue side
chains were also observed for Rd's from Cpmutants (Supporting
Information Table S4).
The WT Rd from Cp possesses, at-77 mV, one of the lowest

measured Rd redox potentials (f in Figure 3). The largest Rd
redox potential of þ39 mV was obtained for the double mutant
V8G/V44G from Cp (0 in Figure 3), while the L41A mutant
from Cp has a redox potential lying in the center of the interval of
measured Rd redox potentials (-27 mV, ) in Figure 3). When
the bulky residue Val is replaced with Gly, as done in the double
mutant V8G/V44G from Cp, the FeS complex becomes more
solvent exposed (see Figure 4). This stabilizes the reduced state
(more negatively charged than the oxidized state) more than the
oxidized state, resulting in an upshift of the Rd redox potential.
Dependences of the Rd redox potential on sizes of amino acid
side chains of Rd's from Cp in positions 8 and 44 were already
identified for several Rd mutants.27 Accordingly, small amino
acids like Gly upshift the redox potential, while large amino acids
like Leu downshift the redox potential.

Figure 3. Comparison of 16 experimental and computed redox poten-
tials of Rd's from WT and mutant Cp. Values presented in Supporting
Information Table S8. On the basis of the Rd crystal structure fromWT
Cp (1IRO), the structures of 15 single and double mutants (V8A, V8D,
V8G, V8I, V8L, V8R, V44A, V44G, V44I, V44L, V8G/V44G, V8I/
V44G, V8I/V44I, V44A/G45P, and L41A) weremodeled, and the redox
potentials were computed (f, WT;O, mutant V44L;b, other mutants).
For four mutants (V44L, V44A, V44G, and V44A/G45P), crystal
structures are available. These were, however, not used to generate
the RACs, except formutant V44L, where a short side chain is exchanged
by a long side chain. To reduce the number of necessary RACs, we used
the rotamer of side chain L44 from the corresponding mutant crystal
structure. Somemutants explicitly discussed in the text are labeled in the
figure.

Figure 4. Comparison of solvent accessible surface for two Rd mutants
from Cp: V8G/V44G (green) and V44L (purple). The replacement
of Val in positions 8 and 44 with two Gly's in WT Rd from Cp exposes
the FeS more to the solvent, while replacement with large amino acids
like Leu isolates the FeS complex from the solvent. Rd's with a more
solvent exposed FeS complex possess a more stabilized reduced state,
leading to an upshift of the redox potential.
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The most populated RACs of the oxidized and reduced states
contain multiple conformers of L41 (Supporting Information
Figure S3). We observed that L41 is less buried in the reduced
state and thus opens a small cavity near the FeS complex. This
“open” L41 conformer correlates with results of MD simulations,
where a water molecule near L41 gets closer to the FeS complex
in the reduced state.31,34 We forced the L41 side chain not to
switch to the open conformer in the reduced state, which as
expected downshifted the computed Rd redox potential by
34 mV. Alternative side chain rotamers for T5, T7, V8, I12, and
Q48 weremodeled showing only small variations of the Rd redox
potential (about 10 mV), since these alternative conformations
were only marginally populated in our RACs. Other multiple side
chain conformers involving P15, K31, and E50 found in the Rd
crystal structure from WT Cp (1IRO) had also practically no
influence on the Rd redox potential.
The three salt bridges (K31-D29, K31-D32, and K46-D35,

Supporting Information Table S3) present in the Rd crystal
structure from WT Cp (1IRO) are also present in all RACs of
Rd's from Cp mutants. Additional charged residues introduced
in the mutants V8D and V8R do not form additional salt-bridges
in the generated RACs. In both mutants, the redox potentials are
upshifted compared to WT Rd (measured, 49 mV and 62 mV;
computed, 26 mV and 58 mV, respectively). The upshift is
surprising for the mutant V8D, since a negative charge (D8 was
found to be deprotonated) is introduced, which is expected to
stabilize the oxidized state of the FeS complex and, therefore,
decrease its redox potential. Our computations can qualitatively
explain this effect: Asp8 is solvent exposed and does not interact
directly with the FeS complex that becomes more solvent
exposed in this mutant, thus, upshifting the redox potential.
4. Differences between Rd’s from Cp and Pf. Understanding

redox potential variations between the Rd's from the mesophilic
(Cp) and thermophilic (Pf) species has been the concern of many
studies.16,27,28,31-33,39,44,45,48,49,51,52,56,57,93 It has been suggested
that the presence of A44 in Rd from Pf contributes significantly to
an upshift of the Rd redox potential.28 However, there are
variations in the Rd sequences from Cp and Pf at 24 sequence
positions that may influence the redox potential. Alternatively, it
was inferred from NMR spectroscopy on Rd's of WT and several
mutants from Cp that the strength of the six amide H bonds
(characterized by lengths) with the FeS complex sulfurs may
have a major influence on the Rd redox potentials.15,23 Conse-
quently, we compared the H-bond lengths of the crystal struc-
tures of the two Rd's from Cp and Pf. In fact, they are just slightly
longer by about 0.07 (0.08) Å for the Rd from the mesophilic Cp
as compared to the Rd from the thermophilic Pf in the corre-
sponding oxidized (reduced) state (see Supporting Information
Table S6). Hence, due to shorter amide H bonds, the reduced
state is slightly more stabilized for the Rd from Pf than from Cp,
yielding a redox potential that is higher for the former than for the
latter Rd. Indeed, at room temperature, the measured Rd redox
potential from Pf is 108 mV higher compared to the Rd from Cp.
Hence, one might conclude that each of the six amide H bonds
contributes on average a redox potential shift of 18 mV to make
up the difference, which sounds reasonable. To verify this con-
clusion, we computed for each of the six amide H bonds the full
contributions to the FeS complex redox potential by setting to
zero the backbone charges of the corresponding NH and direct
neighbor groups (CdO, CRH). We observed upshifts of the Rd
redox potentials of on average 60 mV (Supporting Information
Table S9) due to individual amide H-bond formation for both

proteins, in agreement with recent ab initio quantum chemical
computations on FeS complex model complexes.21 The com-
puted upshifts of the redox potentials were per H bond on
average nearly the same for both proteins: 61.5 mV and 65 mV
for the Rd's from Cp and Pf, respectively (Supporting Informa-
tion Table S9). Hence, according to our computations, only 21
mV of the redox potential difference between Rd's from Cp and
Pf is due to the difference in the amide H bonds, and the
preceding conclusion is wrong. Obviously, there are other
sequence related factors (the sequences of Rd from Cp and Pf
differ in 24 positions) in the environment of the H bonds in-
fluencing the redox potentials of the two Rd's, as we will show in
the following. Note that the conclusion on the limited role of the
amide H bonds for the preceding case is not necessarily in
conflict with our suggestion that the temperature dependence of
the Rd redox potential from Pf may very well be explained by
increasing H-bond lengths at higher temperatures, since in the
latter case no sequence variations can interfere.
Without considering the peptide terminal groups and the FeS

complex itself, there are three positively and 13 negatively
charged residues in the WT Rd from the mesophilic Cp, while
in the WT Rd's of the thermophilic species from Pf and Pa, there
are five and six positively and 13 and 13 negatively charged
residues, respectively. In the crystal structures, only part of these
charged residues are involved in salt bridges. In contrast, the
RACs generated for the two thermophilic Rd's from Pf and
Pa notably involve more salt bridges than the corresponding
crystal structures (see Table S10, Supporting Information). But,
we found that these additional salt bridges have in general only a
small influence on the Rd redox potentials (albeit they may be
important for thermostability; Table S11, Supporting In-
formation), such that they cannot be used to explain the redox
potential differences of the Rd's from Cp and Pf. By setting
to zero the atomic partial charges of all charged side chains,
we observed downshifts of redox potentials by -63 mV
and -38 mV for the Rd's from Cp and Pf, respectively
(Table S9 Supporting Information). Hence, the different com-
position in charged amino acids can account for about a 25 mV
difference in Rd redox potentials. The contributions of the
backbone conformers are around 45 mV more positive for Pf
than for Cp (values where obtained by setting the charges of
backbone atoms to zero and computing the resulting shift in
redox potential, see also Table S9), from which less than the half
(21 mV) is due to differences in H-bond strengths. Hence, we
can explain explicitly (25 mV þ 45 mV) 70 mV of the total
difference of 108 mV between the redox potentials of Rd's from
WT Cp and Pf, although the sum of these contributions is not
strictly additive. The remaining difference in the two Rd redox
potentials results from a larger number of small contributions
which are due to subtle variations in solvent accessibility and
charge distributions that can also involve small changes in
protonation pattern.
5. Variation of the H-Bond Number in Mutant Rd’s from

Pa. The crystal structure of the mutant Rd (W4L/R5S) from Pa
(1YK5) was solved at high resolution (∼0.7 Å) in the oxidized
state. It exhibits multiple side chain conformers for six residues
(five residues have two and one three conformers), which are
not too distant to influence the FeS complex. In addition, the
Rd crystal structure of the mutant shows for Lys7-Ile8-Cys9
two backbone conformations on which we will focus in our
next modeling steps. One backbone conformation corre-
sponds to the WT crystal structure from Pa; the second
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backbone conformation differs from WT in the amide plane
between Cys9-Ile8 that is rotated by about 20� and in the
amide plane between Ile8-Lys7 that is translated by about
0.13 Å. We considered this protein backbone variation to
understand how the amide H bond with the FeS complex can
affect the Rd redox potential. In the Rd's from WT (W4L/R5S
mutant) Pa, the amide H bonds formed by residues K7 and I8
exhibit Ν-S distances of 3.54 and 3.62 Å (3.41 and 3.79 Å),
respectively. Hence, in the Rd from mutant Pa, one amide H
bond is shorter and the other longer compared to the Rd
from WT Pa.
For a careful case study on the influence of amide H-bond

length variations, we modeled three different backbone confor-
mations using side chain and backbone conformations of WT Rd
from Pa except for (1) K7, (2) I8, and (3) both K7 and I8, where
we used the backbone conformation of theW4L/R5Smutant Rd
from Pa to change the corresponding amide H-bond lengths,
while the torsion angles of the side chains of K7 and I8 were kept
at the WT conformations. Finally, we also considered the Rd
conformation (4), where we varied both amide H bonds and the
side chain conformations of K7 and I8 simultaneously. Short-
ening of the amide H bond with K7 (case 1) yielded a redox
potential upshift of 18 mV, while stretching the H bond (case 2)
yielded a downshift by-21 mV. These shifts nearly cancel when
varying both amide H bonds (case 3), yielding a small downshift
of -7 mV. Interestingly, when also the side chain conformation
was varied (case 4), a redox potential upshift of 23 mV was
obtained. Thus, assuming no H-bond variation with the change
in redox state, we could estimate (from cases 1 and 2) that
shortening an amide H bond by 0.1 Å results in an upshift of
about 13mV. If all six amide H-bonds lengths would be stretched
by about 0.1 Å and there would be no other structural variations
as in the preceding case study, the small individual contributions
to the Rd redox potential would add up to a relatively large
downshift of about 65 mV, as we would expect for the Rd
structures at higher temperatures. However, as seen from the
comparison of the Rd's from Cp and Pf (see discussion in the
preceding subsection 4), the influence of other sequence related
factors may destroy correlations between H-bond strengths and
redox potential shifts.
To investigate the influence of an S 3 3 3 HO H bond on Rd

redox potentials, B€onisch et al.25 generated the Rd triple mutant
W4L/R5S/A44S from Pa whose Ser44 OH group forms an
additional H bond with Cys6 of the FeS complex, whose length
is 3.24 Å. In contrast to the corresponding double mutant W4L/
R5S, the triple mutant does not involve multiple backbone
conformers at Cys9. Hence, the six amide H bonds with the FeS
complex remain intact. The measured redox potential upshift
of the Rd triple mutant relative to the double mutant is 56 (
20 mV.25 This value is similar to our computed upshift of 39 mV
using the crystal structure of the Rd triple mutant W4L/R5S/
A44S from Pa (see Table S7, Supporting Information). In the
most occupied RACs, Ser44 forms predominantly a H bond with
Cys6, in agreement with the crystal structure. However, there are
also RACs where Ser44 forms aH bond with Cys42, which is also
a ligand of the FeS complex.
Alternatively, using the crystal structure of the Rd double

mutant W4L/R5S from Pa, we modeled the Rd triple mutant
that includes an extra O-H 3 3 3 S H bond. In this Rd structure,
only the Ser44 side chain was optimized, which allowed estima-
tion of the effect from this additional H bond excluding other
influences. The resulting redox potential upshift of 58 mV is in

good agreement with previously computed values21 and experi-
mental estimates.25

’CONCLUSIONS

Continuum electrostatic energy computations were applied
on rubredoxin structures (RACs) generated from all information
of available crystal structures to evaluate FeS complex redox poten-
tials. The RACs are the result of limited geometry optimizations
on the different crystal structures, performed self-consistently
with a proper protonation pattern at a given pH and solvent
redox potential. If only hydrogen atom positions were optimized
self-consistently, the RMSD between measured and computed
redox potentials of Rd's with 15 different sequences was 42 mV,
while the measured redox potentials vary only between-86 mV
and þ31 mV. This poor result is enormously improved, if
additional RACs were used that consider all combinations of
optimized side chains for residues that are mutated or involved in
salt bridges or close to the FeS complex, yielding an RMSD of
only 16 mV.

Rd structures are generally very rigid. Therefore, Rd crystal
structures can be at high resolution where they exhibit subtle
structural variations like multioccupancies, which are used in the
generated RAC structures. Using a larger number of such RACs,
we can obtain higher accuracies. This is the main reason that we
obtained for the computed Rd redox potentials better agreement
with measured values. For molecular systems, whose structures
are less well-defined, the agreement with measured redox poten-
tials is generally of lower quality.

Although the composition of charged groups and formation of
salt bridges differ considerably between the mesophilic Rd from
Cp and the thermophilic Rd from Pf and are considered to be
responsible for the difference in thermostability, the contribu-
tions of charged residues to the redox potential difference
between the two Rd's is small (25 mV).

For 16 Rd's (WT and 15 mutants) from Cp where measured
redox potentials are available, RACs were generated solely on the
basis of the WT crystal structure not varying the backbone, but
with appropriate side chain optimizations as mentioned before.
In this case, the computed Rd redox potentials showed an RMSD
with measured data of only 14 mV. In the RACs used for these
computations, the amide H-bond lengths with the FeS complex
did not vary. Hence, the excellent agreement between measured
and computed redox potentials does not support the general
assumption that mainly differences in amide H-bond strengths
are responsible for variations in Rd redox potentials. This result is
not in conflict with the experimentally observed correlation of
H-bond strengths with Rd redox potentials. But, this correlation
does not prove that the H-bond variation is the origin of the
redox potential variations in different Rd's.

On the other hand, removing one of these amide H bonds
downshifts the Rd redox potential by about 60 mV. Thus, the
fact that Rd redox potentials are relatively high, lying in the
interval -90 mV to þ40 mV, is determined by the presence of
the six amide H bonds. This was the basis to assume that the
variation of the measured redox potentials in different Rd's (from
different mutants and different species) should be mainly due to
different H-bond strengths, where the latter are related to the
H-bond lengths. These amide H-bond lengths vary in Rd crystal
structures. However, when the crystal structures of WT Rd's
from Cp and Pf are compared, it turns out that these H bonds are
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just slightly shorter for the latter Rd and the corresponding
influence on the Rd redox potential is as expected small.

We estimated that variation of an amide H-bond length by
0.1 Å can shift the Rd redox potential by 13 mV. But, this value
cannot straightforwardly be used to understand the variations of
redox potentials in different Rd's, since this estimate was
obtained by considering that only the amide backbone atoms
are varied. As we have demonstrated in the present study, such
backbone changes typically go along with variations of amino
acid side chains, resulting in a total shift of the redox potential,
which may even go in the opposite direction.

In summary, the variations in redox potentials of different Rd's
are not the result of a single factor but are due to combinations of
backbone and side chain variations, which lead to subtle changes
of the electrostatic boundary between the protein and solvent,
rendering the FeS complex more or less solvent exposed.
Furthermore, differences in composition of charged residues
for Rd's from different species play some role, while variations in
the salt-bridge pattern alone have no significant effect. Finally,
the variation of amide H-bond strengths, which was traditionally
considered to play a major role, has only a very moderate influence
on the Rd redox potentials.
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ABSTRACT: We have constructed a coarse-grained model of crystalline cellulose to be used in molecular dynamics simulations.
Using cellobiose from the recently published MARTINI coarse-grained force field for carbohydrates [Lopez, C. A. et al. J. Chem.
Theory Comput. 2009, 5, 3195-3210] as a starting point, we have reparameterized the nonbonded interactions to reproduce the
partitioning free energies between water and cyclohexane for a series of cellooligomers, cellobiose through cellopentaose. By
extrapolating the model to longer cellooligomers, and by assigning special cellulose-cellulose nonbonded interactions, we obtain a
model which gives a stable, ordered structure in water that closely resembles the crystal structure of cellulose Iβ. Furthermore, the
resulting model is compatible with an existing coarse-grained force field for proteins. This is demonstrated by a simulation of the
motion of the carbohydrate-binding domain of the fungal cellulase Cel7A from Trichoderma reesei on a crystalline cellulose surface.
The diffusion coefficient at room temperature is calculated at Dl = 3.1 � 10-11 cm2 s-1, which is in good agreement with
experimental numbers.

’ INTRODUCTION

Cellulose, the 1-4 linked polymer of β-D-glucopyranose (see
Figure 1), is synthesized in nature in slender fibrils, whose lateral
dimensions typically range from 3 nm up to 5 nm, depending on
the synthesizing species. These fibrils are usually assembled into
larger structures, called fibril aggregates. Within the fibrils, the
glucan chains are packed in a specific crystal form, named
cellulose I, or native cellulose, which is known from X-ray crystal-
lography and neutron diffraction.1,2 Furthermore, there are two
distinct allomorphs of native cellulose,3 namely, cellulose IR and
cellulose Iβ, with the former being dominant in bacterial and
algal cellulose and the latter being dominant in cellulose pro-
duced in higher plants.

Cellulose, being the most abundant, naturally occurring poly-
mer on earth, has in recent years been the target of great, renewed
interest. On one hand, cellulose-based biocomposites offer the
potential to replace petroleum-based plastics and composites.4,5

The use of cellulose nanofibrils extracted from plant cell walls is
of particular interest since the potential for a significantly exten-
ded property range is vast for nanostructured cellulose materials.6

On the other hand, cellulose offers potential as an important
feedstock for large-scale production of bioethanol by enzymatic
and chemical degradation. Great efforts are directed toward a
better understanding of the enzymatic pathways, and the en-
gineering of both enzymes and cellulosic material, with the goal
of achieving better turnover rates.7,8

Molecular dynamics computer simulation has been shown to
be an excellent tool to contribute to a molecular-level under-
standing of crystalline cellulose, its structure and its dynamics, as
well as its interactions with solvents and other biomolecules.9-14

At present, there exist several force fields that are being used in
simulations of cellulose, such asGROMOS45a4,15CHARMM36,16

PCFF,17 and GLYCAM06,18 to mention a few. These are all
atomistic force fields, meaning that all atoms, except for nonpolar

hydrogen atoms in the case of GROMOS, are represented expli-
citly by one interaction site, making the simulations limited to
fairly small systems and short simulation times.

Coarse-grained (CG) modeling is an alternative to all-atom
(AA) modeling, wherein some of the atomic detail is averaged
out, so that much longer time and length scales come within
reach. During recent years, coarse-grained approaches have been
highly successful for a wide range of biomolecular systems such as
proteins, lipid bilayers, and carbohydrates.19

There are a few different approaches to construct CG models.
Typically, a number of atoms are grouped together to form a CG
superatom, or bead. The beads interact through effective pairwise
potentials, which are constructed to reproduce relevant proper-
ties from the atomistic representation. This can be achieved in
different ways, e.g., using Monte Carlo schemes to optimize
potential parameters,20 or through force-matching procedures.21

These procedures generally lead to models that are highly
specialized, meaning that they are usually very good at describing
the system for which they are originally developed, but not easily
transferable to other systems.

TheMARTINI force field22 was parametrized using a different
approach. Here, a number of predefined CG beads interact via a

Figure 1. β-D-Glucose with the atom names used in this paper (left)
and a cellulose chain (right).
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fixed set of pairwise potentials. They are used to construct small
molecular building blocks, which are calibrated against thermo-
dynamic data, in particular partitioning coefficients between
polar and apolar phases. This leads to a model that can be exten-
ded to include new molecular species, in a fairly straightforward
way, while at the same time retaining its internal consistency and
compatibility.

There exist a couple of CG models for carbohydrates in the
literature. The M3B model by Molinero and Goddard20 was
developed to simulate malto-oligosaccharides in solution, using
Boltzmann inversion to construct potentials for the bonded
interaction and a Monte Carlo scheme to optimize the non-
bonded interactions which are described with Morse potentials.
Themodel reproduces thermodynamic data for glucose very well
and gives a helical structure for amylose which is stable for tens
of nanoseconds. Liu et al.21 have constructed a CG model for
glucose in solution using a force-fitting procedure. Their model
shows good structural properties, such as radial distribution
functions, as well as some thermodynamic properties, like iso-
thermal compressibility. Recently, the MARTINI force field was
extended to include carbohydrates as well.23 The extendedmodel
provides parameters for the monosaccharides glucose and fruc-
tose, a number of disaccharides, including cellobiose, and the
oligosaccharides maltoheptose (a short strand of amylose) and
laminaraheptabiose (Curdlan).

Bu et al.24 used the M3Bmodel as a starting point to construct
a model which, to the best of our knowledge, is the only CG
model for crystalline cellulose in the literature. They refitted the
bonded interaction terms and scaled the nonbonded terms in
order to get a crystal structure that closely matches that of
cellulose Iβ. Themodel was used to study the interactions between
a crystalline cellulose surface and the carbohydrate-binding
domain (CBD) of a fungal cellulase, which was represented in
atomic detail, together with an implicit water model. They show
that it is indeed possible to get a stable cellulose crystal using only
three interaction sites per glucose residue. However, since
different force fields were mixed in their study, the results they
obtain for cellulose-protein interactions are somewhat ques-
tionable. For instance, they report a diffusion coefficient for the
CBD which is around 3 orders of magnitude too large compared
to experimental values.25

To really benefit from a CG approach, it is desirable to have a
model that is internally consistent. Furthermore, treating the
system as whole at a CG level will also benefit from that
simulation time, and length scales can be significantly extended.
To that end, we have developed a model for crystalline cellulose
based on the MARTINI parameter set.22 By using the same basic
methodology in the parametrization process, i.e., ensuring that
the partitioning of the cellulose chains between polar and apolar
phases are correct, we obtain a model that is inherently compa-
tible with the existing models for proteins, lipids, carbohydrates,
and solvents. This is demonstrated by simulating the diffusion of
the CBD from cellobiohydrolase I (Cel7A) from Trichoderma
reesei on a crystalline cellulose surface.

’METHODS

Model. We took as our starting point the recently published
MARTINI force field for carbohydrates.23 The MARTINI param-
eter set22 includes 18 predefined standard particle types, with
different levels of polarity, which interact through pairwise Len-
nard-Jones potentials. Each particle, or bead, is used to represent

three or four heavy atoms. Cellobiose is represented by six beads
(see Figure 2), three beads per glucose unit, where each bead is
positioned at the center of mass of its constituting AA atoms. To
decide which bead types to use, we chose to parametrize our
model using the partitioning between pure water and cyclohex-
ane for a series of oligomers, cellobiose through cellopentaose,
with the published model for cellobiose23 as the starting point.
Since there are, to the best of our knowledge, no experimental
data for the partitioning of longer cellooligomers, we chose to use
simulation data from an atomisticmodel as our reference data set.
Bonded interactions were adapted directly from ref 23, with the
exception of the dihedral angles, as described in the Results
section.
Simulation Details. The systems considered in this present

work are the following:
1. Cellopentaose, cellotetraose, cellotriose, and cellobiose in

pure water and in cyclohexane, using both atomistic and
coarse-grained modeling. These simulations were used for
the parametrization of the nonbonded interactions, i.e.,
choice of bead types for the CG model. The size of the
simulation box was roughly 3.6� 3.6� 3.6 nm in all cases.

2. A cellulose crystal in water, in a CG representation, which
was used to optimize cellulose-cellulose interactions. The
crystal consisted of 36 chains, each chain 40 glucose units in
length, and was solvated in a box with dimensions 6.5� 6.5
� 25.0 nm.

3. A CG model of a crystalline cellulose surface with the
carbohydrate-binding domain of Cel7A attached to it, in
solution.

All simulations were performed using GROMACS 4.0,26 in a
NPT ensemble. The temperature was maintained at 300 K,
unless stated otherwise, using stochastic velocity rescaling,27 and
the pressure was kept at 1 atm using a Parrinello-Rahman
barostat.28 For the case of the crystal simulations, pressure scaling
was applied in the lateral (x/y) directions only. Molecular graphics
were produced using VMD.29

Coarse-Grained Simulations. For the coarse-grained simula-
tions, we used the standard settings for the MARTINI parameter
set. Nonbonded interactions were made to go smoothly to zero
between 0.8 and 1.2 nm using a shift function. Integration was
performed using a leapfrog algorithm with a 20 fs time step.
Coordinates for the CBD were taken from Kraulis et al.30 (PDB
id: 1CBH) and were converted to a CG description using the
MARTINI conversion tools. To preserve the structure of the
CBD in solution, an elastic network approach was used. All pairs
of backbone beads that were separated by a distance between 0.5
and 0.9 nm were restrained around that value using a harmonic
potential with force constant 500 kJ mol-1 nm-2. It has been
shown that the elastic network potentials can be optimized to
obtain a model that is better at preserving the internal motions of
the protein,31 but for our purposes this simple approach is

Figure 2. Mapping of atoms to CG beads for cellobiose and cellotriose,
following L�opez et al.23
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sufficient. Finally, parameters for the solvents, water and cyclo-
hexane, were taken from the MARTINI force field.22

Atomistic Simulations. The atomistic simulations used the
GROMOS united atoms force fields G45a332 for cyclohexane
and G45a415 for carbohydrates, together with SPC water.33

Despite GROMOS being a united-atoms force field, which means
that aliphatic hydrogens are not modeled explicitly, the atomistic
simulations will be referred to as AA simulations throughout this
manuscript. The nonbonded interactions were handled with a
twin-range cutoff approach. Inside 0.8 nm, the nonbonded
interactions were updated every step, and between 0.8 nm and
an outer cutoff of 1.4 nm they were updated once every 10 steps,
which is the same frequency as the neighbor list updates. To
account for long-range electrostatic interactions, a reaction field
correction was applied with a relative permittivity of 66 in water.
The cyclohexane model has no explicit charges, and for that
reason no long-range correction is needed. The basic time step
used was 2 fs. All bonds were kept at their equilibrium values
using P-LINCS.34

Partitioning Free Energies. The partitioning free energy of a
solute between water and cyclohexane,ΔΔGwc, can be calculated
from the difference between the solvation free energies of the
solute in the respective solvents,ΔGw andΔGc. The partitioning
free energy is related to the partitioning coefficient Pwc through
ΔΔGwc =-kBT log Pwc, where kB is Boltzmann’s constant and T
is the temperature. To this end, ΔGw and ΔGc were calculated
using thermodynamic integration (TI), in which the solute-sol-
vent interactions are controlled by a coupling parameter, λ. The
coupling parameter λ was varied between 0 (all interactions
intact) and 1 (fully decoupled state) in 25 discrete steps. Note
however that, for AA simulations in water, the decoupling was
actually performed in twice that number of steps, first the
electrostatic and then the Lennard-Jones interactions. To avoid
singularities when the Van der Waal’s radii approach zero, the
Lennard-Jones interactions were gradually switched to a soft-
core potential with R = 0.5, p = 1, and σ = 0.3. Intermolecular
interactions of the solute were not coupled, meaning that the
fully decoupled state corresponds to the gas phase of the solute,
and the resulting energies are proper solvation free energies. For
each value of λ, a 5 ns simulation was run. The output from these
simulations is the derivative of G with respect to λ, dG/dλ, as a
function of λ, which enablesΔG to be calculated using numerical
integration over all λ's. For a more detailed description of TI, and
the meaning of the soft-core parameters, we refer the reader to
the GROMACS manual.

’RESULTS AND DISCUSSION

The corresponding bead types are listed in Table 1. Note the
difference between terminal and nonterminal residues, and also
between the two different terminal residues, where B10 is used at
the reducing end and B100 is used at the nonreducing end. Longer
cellooligomers are constructed by repeated insertion of non-
terminal residues.
Partitioning. As already mentioned, our starting point for the

parametrization was the model for cellobiose from L�opez et al.23

However, this model turned out to be overall too polar, giving a
partition free energy between water and cyclohexane,ΔΔGwc, of
70 kJ mol-1, which is off by 50% compared to the reference value
of 44 kJ mol-1, calculated at an AA level. To overcome this, we
settled on the model shown in Figure 2 and Table 1, which has
the same basic features of the cellobiose from L�opez et al.,23 in

that each glucose unit consists of three polar beads, one of which
is more polar than the others, representing the two hydroxyl
groups on C2 and C3. This model gives aΔΔGwc of 43 kJ mol

-1,
in good agreement with the AA result (see Table 2). When one
more glucose unit is attached to a cellobiose tomake a cellotriose,
the middle residue has one hydroxyl group less than the terminal
residues. Consequently, the bead representing the glycosidic
linkage in our model for cellotriose has a less polar bead type for
residue number two than corresponding beads in residues one
and three. The remaining beads in that residue are the same as in
the terminal residues. The model that gives the best correspon-
dence to the reference data is shown in Table 1. Longer cello-
oligomers are modeled according to the same scheme, using
slightly different representations of terminal and nonterminal
residues. Table 2 shows that our model matches the reference
data for the whole series of cellooligomers investigated in this
work, cellobiose through cellopentaose, very closely.
It is somewhat surprising that our model for cellobiose is

different from the one in L�opez et al.23 After all, they should
represent the same molecule, using the same force field. While
the original model was parametrized against the partitioning
between water and water-saturated octanol, we used water and
cyclohexane instead, which may explain a large part of this
difference. One reason for our choice is that we could not
reproduce the results from L�opez et al.23 for octanol in the AA
representation; in fact, we did not even get the correct sign for
ΔΔG. The reason for this might be that the water/octanol
mixture, with a solute, is a fairly complicated system, which is
hard to bring to convergence. Cyclohexane, being amuch simpler
system, does not suffer from this to the same extent.We also note
a small difference in ΔG for cellobiose in water, in the AA
representation, between ref 23 and the present result. This is
perhaps surprising, since the same force fields are used in both

Table 1. Beads and Optimized Bead Types for the Model in
Figure 2a

bead atoms mass (amu)

optimized

bead type

original

bead typeb

B1 C1, C4, O4, O5 58.0368 Na (neutral,

h-bond acceptor)

B10 C1, O1, H1,

C4, O4, O5

75.0442 P1 (polar) P2

B10 0 C1, C4, O4,

H4, O5

59.0448 P1 (polar) P2

B2 C5, C6, O6, H6 44.0534 P1 (polar) P1

B3 C2, O2, H2,

C3, O3, H3

60.0528 P2 (more polar) P4

a See the original MARTINI ref 22 for their definitions and interac-
tions. bFrom ref 23.

Table 2. Partitioning Free Energies of Cellooligomers be-
tween Water and Cyclohexane in kJ mol-1a

ΔGw
CG ΔGc

CG ΔΔGwc
CG ΔGw

AA ΔGc
AA ΔΔGwc

AA

cellobiose -104 -61 43 -103 -59 44

cellotriose -146 -88 58 -147 -86 61

cellotetraose -189 -115 74 -183 -113 70

cellopentaose -229 -139 90 -223 -140 83
a Statistical errors are approximately 3 kJ mol-1 for the CG simula-
tions, and 5 kJ mol-1 for AA.
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studies. It is however possible that this difference can be
explained by small differences in temperature and simulation
protocols.
Cellulose Crystal Structure. The next step was to investigate

our model’s ability to represent crystalline cellulose. To this end,
a model crystal was constructed by replicating the experimental
unit cell for cellulose Iβ, which is known from X-ray crystal-
lography and neutron fiber diffraction,1 in its three principal
directions, creating a structure consisting of 36 chains (6� 6), 40
glucose units long. The crystal was constructed with the two
staggered faces, corresponding to the (110) and (1-10) crystal-
lographic planes, facing out. This structure was then converted to
a CG representation using the mapping in Figure 2 and placed in
an orthorhombic simulation box filled with CG water. After
energy minimization, the system was run for approximately
100 ns. The system quickly drifted away from the initial crystal
structure and ended up in a structure in which the cellulose
chains were stacked directly on top of each other, rather than the
staggered arrangement of the native crystal. This structure was
then stable for the rest of the simulation. This behavior is not very
surprising considering that all interactions between the chains in
this model are fairly attractive. In a stacked arrangement, beads of
the same type can interact with each other in an optimal way. In
an all-atom representation of cellulose, there exists forces that
make a slightly offset arrangement more optimal, such as the
ability to form hydrogen bonds between sheets, but these depend
on details that the CG model evidently is too coarse to capture.
To overcome the problem with artificial stacking, we introduced
a repulsive component to the cellulose-cellulose interaction. In
practice, we made all interactions between beads of type B1
strongly repulsive, while at the same time interactions between
the side-chain beads B2 and B3 were made more attractive.
Interactions between cellulose bead types and all other bead
types were left untouched. The new cellulose-cellulose interac-
tion matrix is shown in Table 4. That the optimized potential for
the oligomers does not give a reasonable crystal structure is
perhaps a bit disappointing, but not at all unexpected. As a matter
of fact, this is analogous to that when modeling proteins using
MARTINI; restraints are often needed to maintain the structural
integrity of the protein, which, in a way, means making the
structure a model parameter. Since a realistic representation of
the structure, of both cellulose and proteins, is crucial for
modeling their interactions with their respective surroundings,
this is a necessary compromise. However, the fact that the
internal energetics of the cellulose crystal are not correct is
important to keep in mind when choosing suitable problems for
our model.
Even though the interactions between the cellooligomers and

the solvents (water and cyclohexane) are the same after the
reparameterization as before, it is of course possible that the new
intramolecular interactions have an impact on the solvation free
energies and the partitioning. For that reason, a new series of
simulations was performed for the CG model, identical to the
ones described in the previous section with the exception that
they were using the new interaction matrix. The resulting
partitioning free energies are the same as those in Table 2, within
the given error range.
Another feature of the resulting structure was that it developed

a quite pronounced twist. This twist stemmed from the equilib-
rium dihedral angle between successive glucose units not being
180� in the original parameter set. Twists have been observed
previously, using both CG24 and AA9 modeling, and also in

experiments using both X-ray1 and microscopic35 methods.
There seem to be no consensus about the nature of these twists,
or how large they are. Since the predictive power of our model
concerning cellulose structure is very limited, and moreover,
since the twist is very easy to relate to a single model parameter,
we chose to redefine the dihedral angles for the side chains
around the glycosidic bonds (see Table 3), to force the cellulose
chains into a flat conformation, as in ref 1.
As can be seen in Figure 3, the resulting structure is an ordered

structure which retains the nearly quadratic cross-section of the
initial conformation. It is possible to compare this structure to
that of cellulose Iβ. A close examination of the structure shows
that the unit cell parameters a and b (see Figure 3), which are
predominantly a result of the nonbonded parameters, are on the
high side (see Table 5). The third crystal axis, c, which is directed
parallel to the chain direction and thus is determined by the
B1-B1 bond distance, is in very good agreement with the
experimental value. Even the unit cell angles are fairly close to
the X-ray results. The time evolutions of the unit cell parameters
a, b, and c are shown in Figure 4. They are stable over several
nanoseconds, and their fluctuations are fairly small.
An attempt was made to fine-tune the interactions to see if the

unit cell parameters could be improved. However, any other
combination tried than the one in Table 4 only disrupted the
desired staggered conformation. Consequently, we decided to

Table 4. Interaction Matrix for Cellulose-Cellulose Inter-
actionsa

B1 B2 B3

B1 super repulsive almost attractive almost attractive

B2 attractive attractive

B3 attractive
a See ref 22 for definitions of the interactions.

Table 3. Energy Minima of the Dihedral Angles between the
Side-Chain Beads of Two Neighboring Cellulose Monomers,
along the B1-B1 Bond, for the Present Model and the Original
Reference23

present model original

B2-B2 180� -150�
B3-B3 180� -150�
B2-B3 0� 30�

Figure 3. Snapshot of a stable coarse-grained cellulose crystal structure
(left) and a representation of the cellulose Iβ crystal unit cell (right). The
crystallographic axes a and b are also indicated in the figure. The third
crystal axis (c) is directed parallel to the fibril long axis, which is pointing
out from the figure to the right. CG beads of type B1 are green, beads of
type B2 are orange, and beads of type B3 are red. Water beads are
omitted for clarity.
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keep the interactions from Table 4 and accept deviations from
the experimental unit cell parameters.
Diffusion of a CBD on a Cellulose Surface. The carbohy-

drate-binding domain (CBD) of the fungal cellulase Cel7A from
Trichoderma reesei is responsible for anchoring the cellulase to the
cellulose substrate. It is attached to the catalytic domain (CD) by
a flexible linker peptide (see Figure 5), and it has been shown to
be essential for effective binding of the cellulase to cellulose.36

There has also been speculation about whether the CBD also can
assist the CD more directly by facilitating the lifting of the
cellulose chains from the surface,37 but recent experimental data
confirm that its main purpose is to increase the local concentra-
tion of CDs on the cellulose surface.38 However, computer simu-
lations suggest that it might be involved directly in the recogni-
tion of loose chain ends.39

A common motif for all fungal CBDs is a cellulose-binding
surface featuring three solvent-exposed aromatic residues, tyr-
osines in the case of Cel7A, which has been shown to be critical
for the binding of the CBD to cellulose.36 The spacing of these
residues coincides with the spacing of the glucose units in
cellulose, and it has therefore been proposed that the CBD binds
to the cellulose surface essentially by favorable van der Waals
interactions between the aromatic residues and the pyranose rings
exposed on the flat surfaces of crystalline cellulose.36,40 This has
been partly confirmed by computer simulations that indicate the
existence of localized binding grooves on the cellulose surface,41

whichmakes it probable that themotion of the CBDon the surface
takes place in discrete steps of about 0.5 nm in length.
Jervis et al.25 give a value for the diffusion constant of a

bacterial family 2CBD of 2 � 10-11 to 1.2 � 10-10 cm2 s-1 at
room temperature, which translates to an approximate rate
constant of 4.8 � 104 s-1 to 2.9 � 105 s-1 assuming diffusion
on a hexagonal lattice with a lattice constant of 0.5 nm. This rate
is very fast compared to the intrinsic rate of the CD, which has
been measured to be approximately 3.5 nm s-1 for the case of
Cel7A,38 suggesting that surface diffusion of the CBD does not
limit cellulase activity.25,42 Still, this rate is extremely slow
compared to the time scales normally accessible in computer
simulations. Even though the diffusion constant is for a different
family, it is the only one that is currently available in the literature.
We will assume that it is a reasonable estimate also for the
diffusion constant of the CBD of Cel7A.
As mentioned above, it has been suggested that the flat face of

the cellulose crystal (corresponding to the (110) crystallographic
plane in the case of cellulose IR and (100) in the case of cellulose
Iβ) is the most likely to which the CBD will attach.36 Starting
from the X-ray structure of crystalline cellulose Iβ1, we built a
surface consisting of two layers of cellulose chains. Each layer was
composed of 10 chains, and each chain consisted of 16 glucose
units. The surface was made periodic in all directions, with each
chain covalently bonded to its own periodic image in the chain
direction, effectively mimicking a surface infinite in size. Using
only two layers of cellulose saves computational time, but at the
same time it makes the structure unstable. To prevent the crystal
structure from being disrupted, one of the two layers, the
“bottom” one, was made subject to harmonic restraints in all
directions with a force constant of 103 kJ mol-1 nm2. This was
enough to stabilize the layer on top of it as well, even in the high
temperature simulations described below. Next, the CBD was
placed on top of the surface, with the three tyrosines mentioned
above facing down, toward the cellulose surface. Finally, the
system was solvated using a water layer approximately 5-nm-
thick. Since the cutoff for interactions is only 1.2 nm, this is
sufficient to prevent any interactions between surfaces and their
periodic images and interactions between the CBD and surfaces
to which it is not directly attached. This system was then simulated
for 1 μs, during which the CBD after some small initial displace-
ment sat completely still in one spot. Figure 6 shows the system
after equilibration. As can be seen, the alignment of the three
tyrosines is not perfectly parallel to the direction of the chains,
which has also been noted in atomistic models.43

A step rate of 105 s-1 means that we would expect the CBD to
take one step every 10 μs. Indeed, the equilibrated structure is
stable for several microseconds. A simple way of speeding up the
dynamics of the system is to raise the temperature. For this
particular setup, 380 K seemed to be a lower limit to be able to see
sufficient motion of the CBD during the time scales accessible. For

Table 5. Unit Cell Parameters of theCGModel, Compared to
X-Ray and Neutron Diffraction Data for Cellulose Iβ1

cellulose Iβ CG model

a (nm) 0.78 0.90

b (nm) 0.82 0.97

c (nm) 1.04 1.02

R (deg) 90 90

β (deg) 90 90

γ (deg) 96.5 92

Figure 4. Time evolution of the unit cell parameters, from bottom to
top, a, b, and c and their respective mean values.

Figure 5. An illustration of the fungal cellulase Cel7A acting on a
crystalline cellulose surface. The cellulase is composed of three distinct
domains: a carbohydrate-binding domain (CBD) and a catalytic domain
(CD) interconnected by a flexible linker peptide. During procession of
the cellulase along the substrate, a cellulose chain is fed into the catalytic
tunnel where the glycosidic bonds are hydrolyzed, with cellobiose as the
end product.
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this reason, we ran several 5 μs simulations at elevated tempera-
tures, between 380 and 450 K in 10 K increments. Of course, for a
real system, such high temperatures would be devastating for both
the crystalline cellulose and the CBD, but this is fortunately not
necessarily the case in simulations. As explained above, the position
restraints imposed on the cellulose were sufficient to preserve its
structure even at the highest temperatures used. At the same time,
the elastic network type restraints do the same thing for the CBD.
For this reason, we assume that the main effect of raising the
temperature is to speed up the dynamics.
Figure 7 shows the positions of the center of mass of the CBD

during the simulation at 410 K. From the figure, it is clear that the
motion to a high degree takes place in steps which are more or
less, but certainly not always, multiples of 0.5 nm. Why the step
lengths differ between steps becomes evident from looking at the
trajectory in a molecular graphics representation. The motion of

the CBD does not only involve pure translations but also rota-
tions of the CBD around the surface normal, and the combina-
tion of translations and rotations between stable states leads to a
variable step length.
The lateral diffusion constantDl was calculated from the mean

square displacements (MSD) of the CBD, using the Einstein
relation in two dimensions:

Dl ¼ lim
x sf ¥

1
4
d
dt
Æ½rðt þ t0Þ- rðt0Þ�2æt0 ð1Þ

Figure 8 shows the calculated lateral MSD along with a least-
squares fit of eq 1 to the data. Only the first 500 ns of the MSD
were used for fitting due to the statistics quickly becoming too
poor at longer times, especially at the lower temperatures.
Assuming stepwise diffusion where the diffusion rate follows

the simple Arrhenius’ law, we can write

Dl � expf-ΔG=kBTg ð2Þ
where ΔG is the free energy barrier between stable states. This
means that the diffusion constant at room temperature can be
obtained from a linear regression of log[Dl(T)] plotted against
1/T. From the data presented in Figure 9, we calculate the diffusion
coefficient at room temperature to be Dl = 1.2 � 10-10 cm2 s-1.

Figure 7. Position of the center of mass of the CBD as a function of
simulation time at 410 K. The motion does, to a large degree, occur in
discrete steps.

Figure 6. Top view of the CG model of a CBD on a cellulose surface.
Backbone beads are black, side chains yellow, and the important tyrosine
residues are colored red. The cellulose surface is light gray. Water is
omitted for clarity. The chain direction is running vertically in the figure.

Figure 8. Calculated lateral mean square displacements of the CBD
(solid) along with linear fits which were used to calculate Dl.

Figure 9. Linear regression, using least-squares fitting, of log(Dl)
plotted against 1/T, where Dl is calculated from the lateral mean square
displacement at different temperatures using eq 1.
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This is in very good agreement with the experimental value25

stated above. Furthermore, the slope of the fit in Figure 9 gives
the average barrier height between states, ΔG = 48 kJ mol-1,
which of course poses a significant obstacle to the motion.
Until now, we have not mentioned the fact that time scales in

CG simulations generally differ from time scales in atomistic
simulations. This is due to the fact that coarse-graining tends to
smoothen the energy landscape, which leads to faster dynamics.
By calculating the self-diffusion of water, time in the MARTINI
model has been found to run about 4 times faster than in
atomistic models.22 This means that the diffusion coefficients
calculated above should be scaled by a factor 1/4, which leads to
Dl = 3.1 � 10-11 cm2 s-1 at room temperature, which is still
within the experimental range.

’CONCLUSIONS

We have constructed a coarse-grained molecular model of
cellulose, consisting of three interaction sites per glucose residue,
by optimizing the nonbonded parameters against the partitioning
of a set of cellooligomers between water and cyclohexane, using a
recently published model for cellobiose23 as our starting point.
The reference values for the partitioning free energies, which
were obtained from atomistic simulations, were reproduced for a
series of cellooligomers, cellobiose through cellopentaose. This
indicates that the resulting model has the right balance between
polar and apolar parts. The internal (cellulose-cellulose) non-
bonded potentials were modified in order to obtain a crystal
structure similar to the one for cellulose Iβ obtained by X-ray
crystallography.1 This means that the model probably does not
correctly represent the internal energetics of the cellulose crystal.
However, this was deemed a necessary compromise since a good
representation of the crystal structure is important when model-
ing interactions between crystalline cellulose and its surround-
ings, e.g., solvents and other biomolecules such as proteins.

By building our model within the framework provided by the
MARTINI force field,22 we get a model that is inherently com-
patible with the existing model for proteins.44 This was demon-
strated by simulating the diffusive motion of the carbohydrate
binding domain from Trichoderma reesei on a crystalline cellulose
surface in explicit water. The calculated lateral diffusion coeffi-
cient is within the experimental range,25 which is a clear indicator
that the interactions between the protein model and the present
model for cellulose are realistic.

Many applications directly involving cellulose are dependent on
the interplay between crystalline cellulose and a large array of other
molecules, e.g., solvents and proteins, as well as both synthetic and
naturally occurring polymers. The presentmodel can, in that context,
provide useful information on a molecular level, which may be used
to, for instance, optimize the controlled degradation of cellulose or
help in tailoring new materials based on renewable resources.

’ASSOCIATED CONTENT

bS Supporting Information. A complete GROMACS to-
pology and coordinates for the CG cellulose crystal described in
this work are provided. This information is available free of
charge via the Internet at http://pubs.acs.org/.
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ABSTRACT: We have studied the convergence of QM/MM calculations with respect to the size of the QM system. We study a
proton transfer between a first-sphere cysteine ligand and a second-sphere histidine group in [Ni,Fe] hydrogenase and use a 446-
atommodel of the protein, treated purely with QMmethods as a reference. We have tested 12 different ways to redistribute charges
close to the junctions (to avoid overpolarization of the QM system), but once the junctions are moved away from the active site,
there is little need to redistribute the charges.We have tested 13 different variants of QM/MMapproaches, including two schemes to
correct errors caused by the truncation of theQM system. However, we see little gain from such correction schemes; on the contrary,
they are sensitive to the charge-redistribution scheme andmay cause large errors if charges are close to the junctions. In fact, the best
results were obtained with a mechanical embedding approach that does not employ any correction scheme and ignores polarization.
It gives a mean unsigned error for 40 QM systems of different sizes of 7 kJ/mol with a maximum error of 28 kJ/mol. The errors can
be significantly decreased if bonds between the QM and MM system (junctions) are moved one residue away from all active-site
residues. Then, most QM/MM variants give mean unsigned errors of 5-9 kJ/mol, maximum errors of 16-35 kJ/mol, and only five
to seven residues give an error of over 5 kJ/mol. In general, QM/MM calculations converge faster with system size than pure QM
calculations.

’ INTRODUCTION

During the past two decades, quantum mechanical (QM)
calculations have been established as an attractive and competi-
tive complement to experiments to study biochemical reactions.1-4

However, there is still no consensus on how such calculations are
best performed. In principle, two schools have arisen. In the first,
which we will call QM-only in the following, a small part
(20-200 atoms) is cut out of the macromolecule of interest,
typically the active site and a few nearby residues.5,6 This system
is studied with QM methods, whereas the rest of the macro-
molecule is either ignored or, more commonly, modeled as a
featureless continuum, characterized by a dielectric constant of
∼4. It is typically necessary to fix a number of atoms at the
periphery of the QM system to model steric restrictions of the
macromolecule. Entropic effects can be modeled by a harmonic
model, based on calculated vibrational frequencies.

The alternative approach is to include the whole macromole-
cule in the calculation by the use of combined QM andmolecular
mechanics (MM) methods, the QM/MM approach.7,8 In this
approach, a central system of a similar size to that of the QM-only
approach is treated by QM methods, whereas the rest of the
macromolecule as well as some explicit solvent molecules are
modeled by MM methods. The advantage with this approach is
of course that the whole macromolecule is explicitly modeled and
that free energies can be calculated by free-energy perturbations
or related approaches.9-11 On the other hand, the size of the
system makes the method more expensive, and it becomes hard
to control the conformation of the MM system.

Unfortunately, there are few direct comparisons of the two
approaches. Ochsenfeld and Sumowski have studied proton
transfer within a 32-residue polypeptide and a 1637-atom model
of triose isomerase and shown that the QM/MM approach
converges appreciably faster than the QM-only approach with
respect to the size of the QM system, although the convergence is
quite slow for both approaches.12 For example, with 299 QM
atoms, the errors for the QM-only andQM/MMapproaches were
43 and 12 kJ/mol, respectively, and evenwith 1092QMatoms, the
error in the QM-only approach was still 6 kJ/mol. We have
observed a similar slow convergence of the QM-only approach for
QM systems up to 696 atoms.13 Even worse, different ways to
select what residues to include in the QM system gave widely
different results. In fact, after the addition of 40 residues, there was
still a difference of 60 kJ/mol if the residues were added according
to their distance to theQM system or if they were added according
to their energy components in a QM/MM free-energy perturba-
tion approach.14 This gives a quite pessimistic view of the use of
QM-only methods for the study of biochemical systems.

On the other hand, QM/MM calculations also show a quite
slow convergence with respect to the size of the QM system. For
example, it has been shown that the errors in QM/MM forces are
sizable for QM regions with a radius of up to 9 Å and that QM/
MM free energies change by 12 kJ/mol when increasing the size
of the QM system from 3 to 5 Å.15
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In this paper, we supplement our QM-only study by an
investigation of the corresponding convergence of the QM/
MM approach. Thus, we use a 446-atom model of [Ni,Fe]
hydrogenase from our previous investigation13 as a reference
and investigate how the QM/MM energy converges toward the
QM energy of the full system as the QM system in the QM/MM
treatment is enlarged.We concentrate on the energy of a reaction
that takes place inside the QM system, in accordance with
the common use of QM/MM methods. Therefore, errors arise
primarily from two sources. The first is the treatment of the
surroundings by anMMpotential, rather than by amore accurate
QM method. The second problem with the QM/MM approach
is that it is typically necessary to truncate the QM system by
cutting some (normally C-C) bonds in the macromolecule.
This is a well-known problem in QM/MM that has been much
discussed.7,8,16-19 There are several ways to solve it, but the most
simple and common one is to truncate the QM system with
hydrogen atoms. If the surrounding macromolecule is included
in the QM calculations as a point-charge model, there is a risk of
overpolarization, owing to the fact that some point charges are
located close to the hydrogen junction atoms. This has been
much discussed, and several solutions have been tested and
compared.17,19-23 In general, the results are varying, and large
errors (60-100 kJ/mol) are occasionally found, especially for
charged systems.

We also address another related question that has received
much less attention, viz, whether the errors caused by the
junctions can be corrected. We test two such correction schemes,
one available in the ONIOM approach24 and another used in the
QTCP approach,11 and also some variants of them. Moreover,
we test several variants of mechanical embedding (i.e., when
electrostatic interactions between the QM and MM systems are
treated at the MM level).

We study the energy of a simple proton-transfer reaction
between a bridging Cys ligand and a second-sphereHis residue in
[Ni,Fe] hydrogenase. Although the proton moves only 0.97 Å
and the structure of the surroundings hardly changes, it has been
shown that this reaction is very sensitive to the surroundings,
changing the reaction energy from ∼0 kJ/mol in a vacuum to
∼80 kJ/mol in the protein.14 Therefore, it provides a sensitive
test case for the modeling of effects of the surroundings in
biochemical reactions.

’METHODS

QM/MM Calculations with Electrostatic Embedding. In
the QM/MM approach,7,8 a small but important part of the total
system (called system 1 or the QM system) is treated by
quantum mechanics (QM), whereas the rest (called system 2
or the MM system) is treated by molecular mechanics (MM).
The QM/MM calculations have been performed with the pro-
gram COMQUM,25-27 which is a modular combination of the QM
software Turbomole 5.1028 and the MM software Amber 9.29

Special attention is needed when there are covalent bonds
between the QM and MM systems. Many approaches have been
suggested to treat such junctions, e.g., by truncating the QM
system by certain link atoms or by using localized orbitals at the
junctions.7,8 We have employed the simplest and most widely
used approach, the hydrogen link-atom approach, in which the
QM system simply is truncated with hydrogen atoms. To
simplify the discussion, we will use the following nomenclature,
illustrated in Figure 1:8,22 The hydrogen link-atom is called HL,

whereas the MM atom it replaces is called M1. The QM atom
directly connected to HL is Q1. QM atoms directly bound to Q1
are called Q2, and those directly bound to Q2 are called Q3, and
so on. Likewise, MM atoms directly connected to M1 are called
M2; those directly bound to the M2 atoms are called M3 and so
on. Sometimes, we divide all atoms into three systems, viz, those
in the MM system, excludingM1 (M), the HL atoms (J), and the
rest of the QM atoms (Q).
In principle, the HL atoms will introduce additional degrees of

freedom. To avoid this, the HL atoms are placed along the
Q1-M1 bond, with a Q1-HL bond length (rQ1-HL) that is
proportional to the Q1-M1 bond length (rQ1-M1) according to

rQ 1-HL ¼ rQ 1-M1
rQM0
Q 1-HL

rMM0
Q 1-M1

ð1Þ

where rQ1-M1
MM0 is the equilibrium Q1-M1 bond length in the

MM force field used and rQ1-HL
QM0 is the optimum length of the

Q1-HL bond optimized with the QM method and basis sets
used.26 Thereby, the HL and M1 atoms can be considered to be
the same atom, albeit with different positions (and sometimes
also different charges) in the calculations with system 1 alone or
with both systems 1 and 2. The QM/MM forces are calculated
with the help of the chain rule.27,30

Most calculations in this paper have been calculated with
electrostatic embedding (EE),7,8 meaning that a point-charge
model of the MM system is included in the QM calculations, so
that the QM system is polarized by the MM system. Thus, the
total QM/MM energy is calculated from

EEEQM=MM ¼ EQM, HL
1þptch2 þ EMM, M1

12,no1el - EMM, HL
1,no1el ð2Þ

where the three terms on the right-hand side are the QM energy
of the QM system with HL atoms, including the point-charge
model of the MM system; the MM energy of all atoms (withM1,
rather than HL atoms), but with the charges of the QM system
zeroed; and the MM energy of the QM system (again with HL
atoms), with zeroed charges. The latter term is needed to cancel
the MM term of the QM system from the second term, to avoid
double counting. Likewise, the charges of the QM atoms are
zeroed in order to avoid double counting of the electrostatic
interactions between the QM and MM systems. The self-energy
of the point-charge model is excluded from the QM term (this
energy is instead included in the E12,no1el

MM,M1 term).
Charge-Redistribution Schemes. When using electrostatic

embedding, it is not fully clear what atoms should be included in
the point-charge model of the MM system. In particular, it is
unclear whether the charges of the M1 atoms should be included
or not. If HL and M1 are considered to be the same atom, it is
evident that M1 should not be included. This becomes even
clearer if you do not use a hydrogen link atom but rather a

Figure 1. Illustration of the partitioning between the QM and MM
systems and the naming of the atoms.



763 dx.doi.org/10.1021/ct100530r |J. Chem. Theory Comput. 2011, 7, 761–777

Journal of Chemical Theory and Computation ARTICLE

reparametrized atom that behaves like a carbon atom19,31-33—
then the HL and M1 atoms will overlap.
However, most discussions and developments have started

from the assumption that the M1 charge should also be
included.22,23 The reason for this is probably that many QM/
MM methods are based on force fields with charge groups (e.g.,
OPLS and CHARMM34,35), i.e., where small chemical groups,
like a CH2 unit, have a neutral charge. Then, it is natural to also
include the M1 charge, to keep the charge neutrality.22

On the other hand, the distance between HL and M1 is quite
short, ∼0.5 Å, which can lead to a significant overpolarization of
the QM system. In fact, even the distance between HL and M2 is
quite short, 1.3-1.7 Å. Therefore, it is common to exclude or re-
distribute some point charges in theQMcalculations.7,8,22,23 In this
paper, we have tested six different approaches, which were chosen
among those that have given the best results in previous tests:19,22,23

• Z0: All charges are included, including those on the M1
atoms.

• Z1: The charges of the M1 atoms are excluded.
• Z2: The charges of the M1 and M2 atoms are excluded.
• Z3: The charges of theM1,M2, andM3 atoms are excluded.
• RCD (the redistributed charge and dipole method22): The
charges of the M1 atoms are redistributed over all of the M2
atoms, keeping the bond dipole constant by adding a
compensating charge at the bond midpoint between each
M1 and M2 atom. If we let q0 be the original charge on M1
divided by the number of M2 atoms, then the charge on the
bond midpoint will be 2q0, whereas q0 will subtracted from
the charge on each M2 atom.22

• CS (the charge shift scheme36,37): Similar to RCD, in that
the M1 charge is redistributed, keeping the bond dipole by
compensating charges. However, q0 is added to the charges
onM2 atoms, and two point charges are placed on each side
of M2 along the M1-M2 bond. We place the two point
charges at 6% of the M1-M2 bond length from the M2
atom with charges (50/6 q0. This is slightly different from
the implementation of this approach in ChemShell, where
the distance is only approximately 6% to allow the charges to be
truncated after four decimals (to ensure numerical stability in
geometry optimizations; P. Sherwood, personal communica-
tion; in this paper, we do not change the geometries).

As mentioned above, the Z0, RCD, and CS schemes were
designed for MM force fields that use charge groups, so that the
part of each junction residue that is not in the QM system
(including the M1 atom) has a net integer charge. This is not the
case with the Amber force field38 we are using, for which only the
full residue has an integer charge. In order to test the importance
of charge groups, we used two different approaches: In the first,
we simply used the original charges, although they do not sum up
to an integer. This approach is denoted by the six abbreviations
noted above (Z0, Z1, Z2, Z3, RCD, and CS).
Alternatively, we changed the charge on the M1 atom so that

the sum of the charges of the atoms in the junction residue that
are not in the QM system becomes an integer (zero in all cases
tested here, except for the carboxy-terminal His-591).19 Then,
each of the charge-distribution approaches was performed as
described above. These balanced approaches will be called BZ0,
BRCD, and BCS in the following.
The Z1, Z2, and Z3 approaches are not affected by this

redistribution of the M1 charge. For these, we instead tested to
redistribute the sum of the deleted charges evenly on the other

MM atoms in that residue. These approaches will be called DZ1,
DZ2, and DZ3. The DZ2 approach is the default in COMQUM.26

Finally, for Z2, we also tested to set the sum of the remainingMM
charges in the residue to zero by adding the same increment to all
charges. This approach will be called NZ2 below. All of these
approaches are implemented in our local software changeparm,
which generates the point-charge file from the MM topology file.
Energy Correction Schemes. Covalent junctions between

the QM and MM systems inevitably introduce an unphysical
perturbation of the system. The question then naturally arises
whether this error can be corrected. Strangely enough, this
important question has been much less discussed than possible
charge-redistribution schemes. The errors caused by introducing
a link atom are of three types:
1. The HL atom is placed in the wrong position compared to

the real M1 atom.
2. The HL atom is a hydrogen atom, rather than the correct

M1 (typically carbon) atom, and thus it will have incorrect
MM parameters, in particular an incorrect charge.

3. Electrostatics are treated inconsistently around the junc-
tion: In most macromolecular MM force fields, non-
bonded interactions between atoms that are directly
bonded or that are separated by two covalent bonds
(1-2 and 1-3 interactions) are excluded, whereas inter-
actions between atoms connected by three covalent bonds
(1-4 interactions) are scaled down. However, the QM
software does not know about such exclusion rules and
includes all electrostatic interactions between the QM
atoms and the point charges. This is illustrated in Figure 2
for a simple model system. consisting of ethanol, in which
we use a HOH QM model of the alcohol group, whereas
the rest is treated at the MM level. In the QM calculations,
the three QM atoms (HO, O, and HL) interact fully with
the MM charges of all seven MM atoms (C1, C2, and
H11-H23), giving 21 electrostatic terms. Among these,
only the three HO-H21/H22/H23 interactions are also

Figure 2. Illustration of the excluded-atom problem, using ethanol as an
example, with the HOH moiety as the QM system and the rest as the
MM system. The HO and H23 atoms are separated by four bonds, and
therefore their interaction is included fully in both the MM and QM
calculations. However, the O and C2 atoms are separated by only two
bonds, and their interaction is therefore excluded in the MM calcula-
tions, whereas it is included in the QM calculations.
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present in the full MM treatment of ethanol. The six
HO-C2/H11/H12 and O-H21/H22/H23 interactions
should be scaled down (e.g., by a factor of 1.2 for
electrostatics and 2.0 for van der Waals interactions in
the Amber force field), whereas all of the others should be
excluded.

In principle, all of these errors can be corrected by the general
approach of eq 2. For example, if the MM parameters of the HL
and M1 atoms are chosen wisely, there will be a cancellation of
all bonded and van der Waals terms involving HL (between
E1þptch2
QM,HL and E1,no1el

MM,HL) so that the total QM/MM energy corre-
sponds to calculations with M1 atoms only. However, for the
electrostatic interactions, no such cancellation is obtained with
eq 2. This is the case for standard COMQUM and also in the calcula-
tions by Lin and Truhlar.22 This seems to be the case also in most
other QM/MM software, although the details of the implemen-
tations are seldom discussed. This approach will simply be called
electrostatic embedding (EE) in the following.
However, two approaches have been suggested to also correct

the electrostatic interactions: the QM to QM/MM correction in
the QTCP (QM/MM thermodynamic cycle perturbation)
approach11 and the implementation of electrostatic embedding
in ONIOM.24 Both approaches assume that the charge distribu-
tion of the QM system can be accurately described by a point-
charge model. In the QTCP approach, the following correction
factor is added to eq 2:

EQ TCP
corr ¼

X
i∈QM with M1, j∈MM

fijQ 0
iqj

4πε0rij
-

X
i∈QM with HL, j∈ptch

Qiq0j
4πε0rij

ð3Þ
where Qi are charges fitted to the QM electrostatic potential
(ESP charges11,39,40) for the QM system, including the HL atoms
(these charges change when the QM system or the charge-
redistribution scheme changes); Q0

i are the same ESP charges,
except that the charge on the M1 atom has been modified to be a
charge typical for a carbon atom and to give an integer net charge
of all atoms (see below); qj are the standard MM charges for the
MM atoms (always the same charges); q0j are the point charges,
i.e., the qj charges, but possibly modified by a charge-redistribu-
tion scheme; fij is a scaling factor for MM exclusion rules (for the
Amber force field, used in the present calculations, fij = 0 for
atoms separated by one or two bonds, fij = 0.5 for atoms
separated by two bonds, and fij = 1 otherwise; note that this
factor is present only in the first term, not in the second); and rij is
the distance between atoms i and j. Note that the coordinates of
the junction atoms are those of M1 in the first term but those of
HL in the second term. The philosophy behind this correction is
that the second sum should remove the effect of the wrong
positions and charges of the HL atoms, as well as remove the
1-2, 1-3, and 1-4 interactions in the E1þptch2

QM,HL term in eq 2,
using an ESP-charge description of the QM system. Then, the
first sum should introduce these terms again, but with the correct
positions and charges of the M1 atoms, and with correct
exclusion rules. All other interactions between QM and MM,
which do not involve HL and are more than three bonds apart,
are identical in the two sums and therefore cancel in eq 3. If we
use the division of the total system into three parts (Q, J, andM),
this provides corrected energies for the Q-M and J-M inter-
actions at a MM approximation. In the following, we will call this
the QTCP correction.

In the implementation of electrostatic embedding with
ONIOM, Morokuma and co-workers took this idea one step
further by also correcting the Q-J and J-J interactions at the
MM level.24 This is done by adding the following correction term
to the QTCP-corrected results:

EONIOMcorr ¼
X

i∈J with M1, j∈QM, i 6¼j

fijQ 0
iQ

0
j

4πε0rij

-
X

i∈J with HL, j∈QM, i 6¼j

fijQiQj

4πε0rij
ð4Þ

The two sums run over the same atom pairs, but the first sum uses
coordinates and charges of M1 atoms, whereas the second term
uses instead coordinates and charges of the HL atoms. In fact, the
total QM/MM energy with both the QTCP and ONIOM
correction can simply be written as

EEE, ONIOMQM=MM ¼ EQM, HL
1þptch2 þ EMM, M1

12 - EMM, HL
1þptch2 ð5Þ

Here, the first term on the right-hand side appears already in eq 2.
The second term is the standard MM energy of a full system with
M1 coordinates and charges, whereas the last term is the MM
energy of the QM system, with HL coordinates and charges, and
including the point charge model of theMM system as a separate
molecule (i.e., without applying exclusion rules for the QM/MM
cross terms). By this simple approach, all errors introduced by
the junctions are corrected, provided that the ESP charges give a
proper description of the charge distribution in the QM system
and the MM approximation is accurate enough to describe the
difference between the HL and M1 atoms. We will call this the
ONIOM correction in the following. We are not aware of any
previous comparison of these approaches.
We will see below that the QTCP corrections sometimes

become too large because the ESP charges on the HL atoms
become strange, owing to overpolarization by the point-charge
model. Therefore, we also tested to obtain the ESP charges from
a wave function that is calculated without the point-charge model
(i.e., in a vacuum). These charges will be calledQ0 andQ0

0 in the
following, and the corresponding corrected results will be called
QTCP0 and ONIOM0. Note that in these corrected energies, we
still use the E1þptch2

QM,HL term, so that the MM system still polarizes
the QM system in the energy; it is only when calculating the ESP
charges for the QM system that the point-charge model is
excluded. This requires an extra set of QM wave-function
calculations for each system.
Mechanical Embedding. Another way to partly correct the

use of HL atoms is to use mechanical embedding (ME),7,8,24

although this approach is normally not introduced with this
explicit aim. ME implies that the QM calculations are performed
in a vacuum (i.e., without any point charges), giving E1

QM,HL. This
energy is the QM-only energy of the isolated QM system, and it
will be called QM below. If it is combined with the two MM
energy terms in eq 2, we obtain a QM/MM energy that does not
contain any electrostatic interactions between the QM and MM
systems. We will call this QMþvdW:

EQMþvdW
QM=MM ¼ EQM, HL

1 þ EMM, M1
12,no1el - EMM, HL

1,no1el ð6Þ

The electrostatic interaction between the QM and MM systems
can be introduced by calculating it at the MM level. This can be
done by using the same two MM terms as in eq 5 (i.e., without
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zeroing the charges of the QM system):

EME
QM=MM ¼ EQM, HL

1 þ EMM, M1
12 - EMM, HL

1 ð7Þ
This is the standard form of ME, e.g., used in the ONIOM
approach.19 The natural choices of charges for the QM system
are theQ0

0 andQ0 charges for the second and third terms in eq 7,
respectively, because the wave function used in the first (QM)
term is obtained without any point-charge model. This approach
will be called ME below. We have tested to use the Q0

0 charges
also for the E1

MM,HL term, which we call ME1.
It should be noted that these two approaches by construction

include the ONIOM correction in eq 4 (i.e., the Q-J and J-J
corrections for the HL atoms). To estimate the size of this
correction, we have also considered a ME variant, in which this
correction term is excluded:

EME0
QM=MM ¼ EQMþvdW

QM=MM þ
X

i∈QM ∪ MM with M1, j∈MM

fijQ 0
iqj

4πε0rij
ð8Þ

i.e., where all electrostatic MM interactions between one atom in
any of the two systems and one atom in the MM system with M1
positions and charges (i.e., Q-M, J-M, andM-M interactions;
eq 3) have been added to EQM/MM

QMþvdW. This approach will be called
ME0 below.
A problem with the ME approach is that it completely ignores

the polarization of the QM system by the MM system. A simple
way to partly fix this problem is to calculate the ESP charges with
a wave function polarized by a point-charge model (i.e., to use the
Q0 and Q charges instead of Q0

0 and Q0 charges in eq 7). We call
such an approachME0. Like QTCP0 andONIOMo, it requires an
extra set of wave function calculations. Moreover, the results will
(slightly) depend on the charge-redistribution scheme used.
Unfortunately, such an approach is not fully consistent,

because the cost of polarization is not included in the energy.
However, this cost can be included in a linear-response approx-
imation by simply taking the average of the ME0 and ME0
energies:

EMEav
QM=MM ¼

EME0
QM=MM þ EME0

QM=MM

2
ð9Þ

which we will call MEav in the following.
We have also calculated a sixth variant of ME, in which we

instead take the average of theME0 andQMþvdW energies. This
energy, which we call MEscal, simply scales down the electrostatic
interaction energy by a factor of 2, which could be considered as a
primitive model of the polarization of the MM system. The
rationale for this is that it has frequently been observed that
electrostatic interaction energies are overestimated by QM/
MM.14,41,42

A problem with all of the previous MEmethods is that they are
sensitive to the stability of the ESP charges used for the QM
system. In particular, for a large QM system, any variation of the
charges on the boundary of the QM system will make large
contributions to the energy difference between various states,
because they are close to theMM system. Such variation can have
three causes. First, the charge redistribution that occurs in the
center of theQM system, i.e., in the actual chemical reaction, may
induce changes further out (polarization). Second, the charge-
derivation scheme may be unstable so that small changes in the
charge redistribution due to polarization lead to large changes in

the charges. Third, the wave function optimization itself may be
unstable so that the two calculations on the reactant and product
states end up in different local minima with respect to a remote
(typically not covalently linked) part of the system, which
consequently acquires different charges. Whereas the first effect
is clearly desirable (it makes the treatment of polarization more
self-consistent), the other two are artifacts.
A simple way to see if the desired effect is dominating is to

eliminate all three effects and see if the results get worse. To this
end, we tested a seventh ME method, in which the QM charges
for the two studied states were forced to be identical (by
averaging over the two reactants, except for the central core).
Because equal charges do not contribute to the energy difference,
this method in practice only includes QM/MM interactions
between the central core and the MM system, whereas QM
interactions are considered within the full QM system. Thus, all
indirect effects of polarization are ignored. We call this direct
method MEdir. All possible sizes of the central core were tested,
but the best results were obtained with the smallest 46-atomQM
system. Consequently, all results in the tables are obtained with
that selection.
All methods are summarized in Table 1. We will see that the

variousMEmethods provide a convenient way to test the various
correction terms used in this article.
Computational Details. As a test case, we use a 446-atom

model of the active site of [Ni,Fe] hydrogenase. It contains the
central core, consisting of [(CH3COOH)(CH3S)2Ni(CH3S)2-
Fe(CO)(CN)2(C3N2H5)]

- as a 46-atom model of the [Ni,Fe]
active site with four Cys ligands (Cys-72, 75, 543, and 546), as
well as the second-sphere groups of His-79 and Glu-25
(Figure 3). To this system, we then have added 40 models of
amino acids, according to their energy contribution in a QM/
MM free-energy study.14 Some of the added groups are cova-
lently connected to the original model; these are shown in detail
in Figure S1 (Supporting Information). Other groups are
separated and more distant (up to 16 Å from the 46-atom QM
system; cf. Figure 3).
In a second set of calculations, the same 40 groups were added,

although in a different order: First, the original QM residues were
capped with CH3CONH- and -CONHCH3 groups of the
surrounding backbone. Next, this backbone was extended by one
further CH3CONH- and -CONHCH3 group on each side.
However, note that the full 446-atom system does not contain all
such groups (because only the 40 groups with the largest QM/
MM free energy components were included; cf. Figure S1). If the
backbone groups are named after the residue containing the N
atom, the following backbone residues are included in the first
system: Cys-72, Cys-75, His-79, Ala-80, Cys-543, Ile-544, Cys-
546, and Gly-547. The second system included the backbone of
Ala-71, Val-78, and Pro-542. After that, the remaining 29 groups
were added one by one, according to their error in the EE
calculations of set 1 with the BCS charge-redistribution scheme.
These groups are not covalently connected to the other residues,
except for Arg-70 and Gln-69 (the latter is added in two parts,
one consisting of the backbone CH3CONH- group and the
other the inner part of the side chain. In addition, the carboxy-
terminal His-549 is divided into two groups: the negatively
charged backbone belongs to one group (called His-549),
whereas the neutral side chain is a ligand of the Mg site, which
is added as a single group, consisting of Mg2þ, this imidazole
group, three water molecules, the side chain of Glu-53, and the
backbone CO group of Leu-495.
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We study the energy of the simple proton-transfer reaction
shown in Figure 3. It involves the transfer of a proton from the Sγ

atom of one of the bridging cysteine ligands (Cys-546 in
Desulfovibrio fructosovorans) to the Nε2 atom of a second-sphere
histidine ligand (His-79). We have calculated the energy differ-
ence between the form in which the proton resides on Cys-546
(called the HID state) and the form in which the proton resides
on His-79 (called the HIP state). As a reference value, we use
the QM energy for the full 446 model calculated in a vacuum,

48.3 kJ/mol.13 All methods give this energy for the largest QM
system, because then no residues remain in the MM system. The
aim of this investigation is to see how the QM/MM results
converge toward this value as more and more residues are moved
from the MM system to the QM system.
All calculations were performed with density-functional theo-

ry, using the Becke-1988-Perdew-1986 functional43,44 and the
def2-SV(P) basis sets.45 The calculations were sped up by
expanding the Coulomb interactions in auxiliary basis sets, the

Table 1. Description of the 14 Methods Discusseda

method eq QM vdW elstat QTCP corr Oniom corr QQM QJ

QM before 6 vac

QMþvdW 6 vac yes

ME0 8 vac yes MM vac M1

ME 7 vac yes MM yes vac M1

ME1 after 7 vac yes MM yes vac HL

ME0 after 8 vac yes MM pol M1

MEav 9 vac yes MM (vacþpol)/2 M1

MEscal after 9 vac yes 0.5MM pol/2 0.5M1

MEdir 7 vac yes MM vac, only core M1

EE 2 ptch yes QM pol(QM) HL

QTCP0 after 5 ptch yes QM yes vac(corr) M1

ONIOM0 after 5 ptch yes QM yes yes vac(corr) M1

QTCP 3 ptch yes QM yes pol M1

ONIOM 4, 5 ptch yes QM yes yes pol M1
aThe QM calculations can either be performed in a vacuum (vac; mechanical embedding) or with a point-charge model of the surroundings (ptch;
electrostatic embedding). Van der Waals interactions (vdW) can be included or not. The electrostatic interactions between the QM and MM systems
(elstat) can be ignored, calculated by molecular mechanics (MM), or calculated by a point-charge model in the QM calculations (QM). Errors
introduced by the junction atom can be corrected by either the QTCP correction in eq 3 or the Oniom correction in eq 4. The charges of the QM atoms
(QQM) can be obtained in a vacuum (vac) or with a wavefunction polarized by a point-charge model (pol). They can also be averaged, scaled down, or
corrected. Finally, the charges of the junction atoms (QJ) can be those of the HL or the M1 atoms.

Figure 3. Atoms included in the 446-atom test system. TheMg ligand Gln540 is mainly hidden behind His79. Note that there are four water molecules
in the calculation: one at the arrow, one just to the left of the label, and two just to the right of the label. All areMg ligands, except the upper to the right of
the label. The smallest (46-atom) quantum system is shown in balls and sticks and with blue bold-face labels.
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resolution-of-identity approximation.46,47 The Fe and Ni ions
were assumed to be in the low-spin þII oxidation state, giving a
closed-shell singlet state of the full system.13,14 All calculations
were performed on exactly the same two structures (one for the
HID state and one for the HIP state; thus noQM/MM geometry
optimization was performed in this investigation), taken from
QM/MM structures, obtained with the 46-atom QM system
(i.e., only these 46 QM atoms had different positions in the HID
and HIP states, whereas all of the other 400 atoms had the same
positions in the two states).14

The full 446-atom model consists of hydrogen-atom capped
amino acid fragments (Figures 3 and S1 Supporting In-
formation). Therefore, standard MM parameters could not be
directly used for the MM system. Instead, we started from a full
MM model of the whole protein, described by the Amber 1999
force field.38,48 This system was truncated to the 446-atom
model, filling all broken bonds with a hydrogen atom at a
C-Hdistance of 1.101 Å. All internal parameters (bonds, angles,
and dihedrals) that were not affected by the truncation were kept
at the Amber 1999 force field. All angles and dihedrals involving
the HL atoms were set to the corresponding parameters for the
M1 atom, whereas the bonds involving the HL atom had an
equilibrium distance of 1.101 Å and a force constant given by27

kQ 1-HL ¼ kQ 1-M1
1:1012

rMM0
Q 1-M12

ð10Þ

The Lennard-Jones parameters for the HL atoms were the same
as for the Amber HC atom type (hydrogen bound to carbon).
Finally, the MM charges (qj charges above) were determined
individually for each covalently connected fragment of the 446-
atom model by ESP charges, calculated with the Merz-Kollman
scheme,39 as implemented in Turbomole.28 For the large frag-
ment involving the Ni and Fe ions, charges outside the smallest
QM system were averaged between those of the HID and the
HIP states. These charges were always used for the MM system,
either as charges for the MM system in the mechanical-embed-
ding calculations or as point charges in the QM calculations.
They were always the same in all calculations (besides possible
adaptations according to the charge-redistribution schemes).
For atoms in the QM system, new charges were calculated

from the wave function for all atoms in each QM system and
charge-redistribution scheme (Qi charges above). They were
Merz-Kollman ESP charges39 obtained from a QM calculation
of the entire QM system (not only on fragments as for the MM
charges). In the case when the wave function was polarized by the
point charges, the point charges were omitted in the ESP
calculations, without reoptimizing the wave function. These
charges were used to describe the QM system in the QTCP
andONIOM energy-correction schemes and also in the mechan-
ical-embedding calculations. To obtain charges for theM1 atoms
(Q0

i charges above), the charges of theHL atoms were adapted so
that the full system had the correct integer charge (so that they
get a size typical for carbon atoms, rather than for hydrogen
atoms).27 For full amino acids, this adaptation is unambiguous,
because each amino acid has an integer charge. However, in the
present calculations, with QM charges calculated for fragments
that may be connected, the fragments do not always have an
integer charge (owing to charge transfer between the fragments;
this charge transfer can be extensive, up to 0.5e between ionic
pairs). Therefore, the adaptation sometimes becomes ambiguous.
We solved this problem by simply partitioning the ambiguous

charge equally between all fragments with junctions. This
partitioning can be based on either the QM (Qi) or MM (qj)
charges on theM1 atoms, but this gave little difference in the final
energies. The presented results are based on theQMM1 charges.
Finally, a third set of calculations was performed, based on a

12 178-atom model of [Ni,Fe] hydrogenase, solvated in a
spherical system (35 Å radius). The setup of this system has
been described before.14,42 In these calculations, all 12 178 atoms
were included in the MM calculations, whereas 46 to 446 atoms
were included in the QM system. The groups were moved
between the QM and MM system in the same order as in the
first set of calculations, described above, and the QM systems
were identical. Charges of the MM atoms were taken from the
Amber-1999 force field,38 except for the metal sites, for which the
charges were taken from QM calculations.14,42 The MM charges
were the same for the HID and HIP states. Only the Z1 charge-
redistribution scheme was tested.

’RESULT AND DISCUSSION

Comparison of QM/MM Methods. In this paper, we study
how well QM/MM calculations reproduce a QM vacuum
calculation for a 446-atom model of the active site of [Ni,Fe]
hydrogenase. We study the energy of a simple proton transfer
from the Sγ atom of the Ni ligand Cys-546 to the Nε2 atom of the
second-sphere group His-79. We have systematically studied this
reaction with QM/MM methods, in which we increase the QM
system from 46 to 446 atoms by moving 40 groups from the MM
to the QM system. The smallest QM system contains the Ni2þ

and Fe2þ ions and their ligands, as well as the proton acceptor
and another second-sphere ligand that also shares a proton with a
Cys ligand. All amino acids have been truncated in a standard
way; i.e., Cys is modeled by CH3S

-, His by imidazole, Asp and
Glu by acetate, Lys by methylamine, and Arg by methylguanidine.
QM calculations with the full 446-atom model give a reaction

energy of 48 kJ/mol in favor of the HIP state.13 If the QM/MM
calculations were perfect, they would always give this energy,
irrespectively of the number of groups in the QM system. We
have tested QM-only calculations, as well as 13 different variants
of QM/MM with mechanical embedding (ME) or electrostatic
embedding (EE), using 12 different charge-redistribution
schemes (to avoid overpolarization close to the covalent junc-
tions between the QM and MM systems) and two different ways
to correct errors introduced by the junctions. Finally, we have
tested to add the 40 residues to the QM system in two different
ways. In the first set of calculations, the 40 groups were added to
the QM system in the order of the size of their contributions to
the QM/MM free energy difference of this reaction.14 These
calculations showed that the largest errors come from junctions
directly connected to the active site. Therefore, we constructed a
second set of calculations, in which first the backbone of all
residues involved in the active site were added to the QM system
(including CH3CO- and-NHCH3 groups from the neighbor-
ing residues), then the backbone of all neighboring residues, and
finally, the remaining 29 residues were added in the order of their
QM/MM error with the BCS charge-redistribution scheme with
the EE method (Figure S1 in the Supporting Information shows
details of the residues).
All of these calculations give a large amount of data that are

presented in Figures S2 and S3 in the Supporting Information.
Here, we will summarize the results and extract the most
interesting conclusions.
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First, we show in Figure 4 the error (compared to the QM
calculation with 446 atoms, i.e. 48 kJ/mol) for the 40 (set 1) or 30
(set 2) individual calculations for all 13 methods, using the Z1
charge-redistribution scheme, when applicable. It can be seen
that the error is smaller on average in set 2 but that the variation is
large among the various calculations. Therefore, we will mainly
discuss the results in statistical terms, using themean signed error

(MSE), the mean unsigned error (MUE), and maximum un-
signed error (max) among the 40 or 30 calculations for each
method and charge-redistribution scheme.
We will start with discussing the 12 different charge-redis-

tribution schemes tested (note that the QM, QMþvdW, ME0,
ME, ME1, and MEdir methods are not affected by the charge-
redistribution schemes, because they do not use any point-charge

Figure 4. Errors for the 14 methods tested for the two sets (a, b, c, set 1; d, e, f, set 2) of calculations (using the Z1 charge-redistribution scheme when
applicable; results for the other charge-redistribution schemes are shown in Figures S2 and S3 in the Supporting Information). Note that the QMþvdW
method almost entirely coincides with QM and ME1 with ME.
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model). In Figure 5,F5 the mean unsigned errors (MUEs) for the
two sets of calculations and two representative QM/MM meth-
ods, EE and MEav are shown. Many methods (in particular EE,
QTCP0, and ONIOM0) give large errors with Z0, indicating that
it is inappropriate to include M1 point charges in the QM
calculations.
Moreover, for a small number of the BZ0, Z1, DZ1 (only set

2), BRCD, and BCS calculations, ME0 and in particular QTCP
and ONIOM give very large errors (100-430 kJ/mol; cf.
Figure 4). The reason for this is that owing to the near-by point
charges, the HID and HIP calculations end up in a different
electronic states, giving different ESP charges for the QM atoms,
leading to large QM-MM interaction energies, and especially
QTCP and ONIOM energy corrections. Therefore, these com-
binations of methods and charge-redistribution schemes should
be avoided. The MEav and MEscal methods are calculated as the
average betweenME0 and either theME0 or QMþvdW energies.
Therefore, these methods are also slightly affected by this
problem for ME0, but the effect is quite small, as can be seen in
Figure 5. The EE results are not affected by this problem, because
it never uses any point-charge description of the QM system.
Likewise, the ME0, QTCP0, and ONIOM0 methods are not
affected by this problem because the charge model of the QM
system is obtained without the point-charge model of the MM
system (i.e., in a vacuum).
From Figure 5, it can be seen that theMEav method gives quite

stable results, once the charge-redistribution schemes affected by
the above problem are disregarded, with a MUE of ∼14 kJ/mol
for the first set and ∼8 kJ/mol for set 2. It can also be seen that
the variation is somewhat larger for set 1, indicating that the
choice of charge-redistribution scheme matters mainly for junc-
tions closest to the reaction. Most of the other QM/MM
methods give similar variations among the various charge-redis-
tribution schemes. The EE method is the prime exception to this
rule, showing quite large variations among the charge-redistribu-
tion schemes. For set 1, it gives a clear improvement for all
charge-neutralization schemes (i.e., BZ0, DZ1, BRCD, and BCS
give better results than Z1, RCD, and CS, respectively). The best
results are obtained with the Z3 charge-redistribution scheme.

Unfortunately, set 2 shows the opposite results, with the best
results with Z1 and DZ2 and the worst results with Z3, BRCD,
and BCS. This indicates either that the variation observed is only
random, or that two different effects are present, viz, the effect of
junctions, for which Z3, BRCD, and BCS give the best result, and
other approximations in QM/MM, which the Z1 and DZ2
methods seem to treat better. Considering that most of the
charge-redistribution schemes do not attempt any physical
correction of the problems involved but simply delete charges
(which sometimes can be involved in important hydrogen bonds
with the QM system, especially the backbone NH and CO
groups) and that some of the schemes involve the questionable
use of the charge on the M1 atoms, in the following we simply
discuss the average over all 12 charge-redistribution schemes (for
the methods affected by the occasional problem with QM
charges, we also discuss the results when the affected methods
are omitted from the averages).
The average performance of all methods for the two sets of

calculations are summarized in Table 2. It can be seen that for
set 1, theMEdir method gives the lowest MUE (7 kJ/mol), which
is a clear improvement from theQM-only approach (21 kJ/mol).
It also gives the lowest maximum error (28 kJ/mol) and the
fastest convergence to 10 and 20 kJ/mol errors. On the other
hand, several other methods give a faster convergence to an error
of less than 5 kJ/mol. The results do not change qualitatively if
the four charge-redistribution schemes that give occasional
spurious QM charges are omitted, but the values change some-
what and the variation among the various charge-redistribution
schemes decreases, as can be seen from the standard deviations
(σMUE, σMax, and σMS in Table 2).
For set 2, the results are somewhat more varying, because

many methods give results of a similar quality. If all charge-
redistribution schemes are considered, the QTCP0 approach
gives the lowest MUE (6 kJ/mol, but the MEdir, ONIOM0, and
MEscal, methods give similar results within 1 kJ/mol), whereas
MEdir gives the lowest maximum error (16 kJ/mol and therefore
is always converged to 20 kJ/mol). On the other hand, EE gives
the fastest convergence to 5 kJ/mol, and MEscal gives the fastest
convergence to 10 kJ/mol. If the four problematic charge-
redistribution schemes are omitted from the average, MEscal
gives the lowest MUE, 5 kJ/mol.
Thus, we can conclude that the MEdir approach gives out-

standing results for set 1 and also among the best results for set 2.
This is surprising, because it suggests that all efforts of including
polarization and correctly treating electrostatics around the
junctions are meaningless unless a stable QM method is used;
otherwise, nonphysical variations in the electrostatic description
of the QM system (charges in theMEmethods; charge density in
the EE methods) will dominate the errors. To confirm this, we
repeated the MEdir calculations with all possible choices of the
subsystem in which the charges were allowed to vary. Indeed, we
found that the smallest QM system gave the best results and
more generally that all subsystems that gave a low MUE were
small. However, taking this size reduction to the extreme by using
the same charges for all atoms (e.g., also the reacting atoms) gave
larger errors (MUE = 22 and 19 kJ/mol for the two sets).
Energy Contributions. Further understanding of the various

methods and the components involved can be gained by a
pairwise comparison of the methods. The average magnitudes
of these differences are shown in Table 3 for both sets. In
Figure 6, this information has been combined with the mean
signed and unsigned errors from Table 2 to provide a pictorial

Figure 5. The mean unsigned error (MUE) of two methods, EE and
MEav, as a function of the charge-redistribution scheme for the two sets
of calculations.
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representation of how the various methods are related and how
the effects behave (results are shown only for set 1).
The first column in Table 3 (vdW) shows the difference

between the QMþvdW and QM methods, which estimates the
effect of the van der Waals interactions (always involving an
ONIOM-type correction for the HL atoms). It can be seen that
the effect of the van der Waals interactions is small, 1-2 kJ/mol
for the two sets, but it leads to a slight improvement in most
quality estimates (Table 2).
Next, we estimate the effect of the electrostatic interactions by

taking the difference between the ME0 and QMþvdW methods
(the electrostatic interactions are calculated at the MM level,
using charges of the QM system obtained in vacuum). From
Table 3 (column ele), it can be seen that this gives a large effect,
26 kJ/mol in set 1 and 13 kJ/mol in set 2. It gives a small
improvement in the MUEs, but a very strong improvement in
MSE (to -2 kJ/mol). On the other hand, the maximum error
increases, showing that the variation of the results becomes
larger, and in many cases, the results actually become worse. The
direct electrostatic effect of the MM system on the reaction (i.e.,
the difference between the MEdir and QMþvdw methods;
column eledir) is significantly smaller (16 kJ/mol) for set 1 but
equally large (13 kJ/mol) for set 2. This means that there are
large indirect effects of charge redistribution whenever there are
junctions close to the reaction. As discussed above, the direct
electrostatic effect reduces the MUEs significantly.
The ME method differs from ME0 only in that an ONIOM

correction for the erroneous position and charge of HL of the
Q-J and J-J interactions is attempted. From Table 3 (column

juncorr), it can be seen that this amounts to a quite large
correction in set 1 (12 kJ/mol) but a rather small correction in
set 2 (where there are only a few junctions; 4 kJ/mol). From
Table 2, it can be seen that in general, this correction leads to
worse rather than improved results. Thus, the point-charge
model of the QM system does not seem to be accurate enough
to make such corrections.
ME1 is identical to the ME method, except that only the

position of the HL atom is corrected, not the charges. From
Table 3 (column qHL), it can be seen that this makes a large
difference. In fact, the results become very similar to those of the
ME0 method, indicating that the main effect of the ONIOM
correction comes from the charge rather than the position of the
HL atoms.
In the ME0 approach, the charges of the QM system are

obtained from a wave function polarized by the MM system (the
point charges). Therefore, they are polarized by the MM system.
This approach gives results of a similar quality to those of the
ME0 method (with unpolarized QM charges; Table 2), but the
individual results (Table 3, column me0) differ by 23 kJ/mol for
set 1 and by 7 kJ/mol for set 2, showing that it makes a major
difference whether the charges are calculated by a polarized or a
vacuum wave function.
The ME0 approach is inconsistent, because the cost of the

polarization of the QM system is not considered. This cost is
included in the MEav method, which is the average of ME0 and
ME0. FromTable 3, it can be seen that the effect of the consistent
polarization (column pol) is rather small: 8 kJ/mol for set 1 and
3 kJ/mol for set 2. Thus, the effect of polarization is 3-4 times

Table 2. The Performance of the Various Methodsa

set 1 set 2

n MUE max MSE stdev n5 n10 n20 σMUE σmax σMSE MUE max MSE stdev n5 n10 n20 σMUE σmax σMSE

QM 1 20.5 56.1 18.8 18.1 38 32 29 10.1 25.7 8.4 9.3 33 33 18

QMþvdW 1 19.2 53.8 17.2 17.4 38 32 29 9.6 25.8 7.9 9.0 33 32 18

ME0 1 18.2 83.2 -1.5 25.2 33 33 31 9.3 32.5 -1.6 13.0 32 32 32

ME 1 23.0 84.4 -7.9 30.7 33 33 32 9.1 36.5 -3.9 12.5 34 32 29

ME1 1 18.2 84.2 -2.2 25.5 33 33 32 9.4 32.5 -1.6 13.1 32 32 32

MEdir 1 7.4 28.3 1.4 10.2 38 19 10 5.9 15.5 -4.5 6.1 33 33 0

ME0 12 18.0 64.6 -9.2 22.4 37 33.0 30.7 3.8 39.4 4.4 9.3 49.2 -1.4 14.3 38.0 24.5 17.7 5.4 44.6 5.3

MEav 12 14.9 43.5 -5.4 18.7 33 33.0 31.0 1.7 18.0 2.2 8.8 35.0 -1.5 12.1 32.3 30.3 17.7 2.7 19.2 2.6

MEscal 12 12.9 45.8 4.0 16.9 37 23.7 16.8 2.6 10.9 2.2 6.3 30.6 3.3 9.4 33.2 20.1 9.5 2.7 21.4 2.6

EE 12 16.8 57.4 7.2 21.4 37 27.7 19.2 8.8 31.4 7.6 9.0 32.5 -7.3 10.8 28.4 24.3 16.4 2.7 8.5 2.9

QTCP0 12 20.6 58.3 -6.4 23.3 37 32.8 29.7 7.4 29.7 9.6 5.6 22.2 -1.3 8.0 32.7 22.9 9.1 0.9 4.7 0.7

ONIOM0 12 23.2 81.2 -13.0 24.7 37 33.0 33.0 5.9 16.8 9.6 6.1 26.5 -5.0 7.7 34.9 26.0 17.8 0.5 3.8 0.7

QTCP 12 23.0 109.8 -6.8 35.0 37 33.0 30.4 16.0 132.3 8.7 15.1 109.2 2.4 28.4 30.8 24.8 17.8 19.5 149.6 16.4

ONIOM 12 32.1 154.2 -18.7 41.3 37 33.0 32.9 17.0 134.6 9.2 15.0 107.7 -0.7 27.1 34.0 25.3 18.4 17.5 134.5 15.4

EE 11 14.0 47.5 4.9 17.9 37 27.0 18.0 4.1 12.1 5.9

ME0 8 16.0 49.5 -9.3 18.2 37 33.0 30.5 2.0 19.0 2.8 6.6 22.9 -3.5 8.5 38.0 23.0 13.9 0.3 2.5 0.1

MEav 8 14.1 35.8 -5.4 17.0 33 33.0 31.0 1.0 4.7 1.4 7.5 25.5 -2.6 9.7 32.0 29.5 14.0 0.1 1.3 0.1

MEscal 8 11.9 40.1 3.9 15.5 37 21.4 14.0 0.4 2.2 1.4 5.0 19.1 2.2 6.9 33.0 17.5 2.0 0.1 1.1 0.1

QTCP 8 15.4 46.2 -9.6 17.0 37 33.0 30.9 3.3 12.1 2.3 6.4 27.0 -4.3 8.4 30.0 23.0 14.1 0.8 4.6 1.0

ONIOM 8 23.9 94.6 -21.5 22.0 37 33.0 32.9 3.3 12.0 3.9 7.2 32.3 -7.1 8.6 34.0 23.6 14.9 0.9 4.1 0.9
aThe table lists the mean signed and unsigned error (MSE and MUE), the maximum error (max), the standard deviation of the MSE (stdev), and the
number of residues that need to be in the QM system before the error is always smaller than 5, 10, and 20 kJ/mol, respectively (n5, n10, and n20). If
applicable, the presented results are the average over all 12 charge-redistribution schemes. n is the number of values in each average, and σMUE, σmax, and
σMS are the standard deviations of the MUE, max, and MSE values in these averages. For some methods, one or four charge-redistribution schemes are
omitted from these averages in the lower part of the table. These are Z0 for EE in set 1 and Z1, BRCD, BCS, and Z0 (set 1) or DZ1 (set 2) for the ME0,
MEav, MEscal, QTCP, and ONIOM. The best value in each column is marked in bold face.
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smaller than the electrostatic effect for this system. FromTable 2,
it can be seen that MEav gives a consistent improvement in all
quality measures, except MSE, compared to ME0.
Even better results are obtained if ME0 is averaged with

QMþvdW instead. This essentially means that the electrostatic
interactions are scaled down by a factor of 2. This is not a
physically consistent method, but it is instead based on the
common observation that electrostatic interactions seem to be
overestimated in QM/MM calculations.41,49 A possible explana-
tion for this overestimation is that electrostatic embedding
actually is inconsistent (in contrast to mechanical and polarized
embedding): In EE, the QM system is polarizable, whereas the
MM system is not polarizable (like mixing polarizable and
nonpolarizable force fields in MM calculations). This probably
leads to an exaggeration of the (polarized) charges of the QM
system, compared to those of the MM system. Several attempts
have been made to cure this problem by using special van der
Waals parameters for the QM system.49-52 The effect of
the scaling (column scal in Table 3) is appreciably larger

than that of the polarization, 19 kJ/mol for set 1 and 9 kJ/mol
for set 2.
In the next column of Table 3 (elpol), we compare the results

of the EE and QMþvdWmethods. In EE, both the electrostatics
and the polarization are calculated at the QM level, without any
attempt to correct errors arising from the junction atoms. This
is the standard way to do QM/MM (with electrostatic
embedding). As expected from the previous results, the differ-
ence between EE and QMþvdW is quite large, 15-17 kJ/mol.
For the second set, this is quite close to the sum of the ele and pol
effects, but for the first set, elpol is appreciably smaller. The EE
method has the largest variation among the tested methods.
Typically, it gives a slight improvement over QMþvdW.
EE and MEav both include the same terms, although they are

calculated at the QM level for EE and partly at the MM level for
MEav. Quite unexpectedly, the effect of this change (column
qmeff) is quite large in both sets of calculations, 17 kJ/mol for set
1 and 6 kJ/mol for set 2. Apparently, there are instabilities in the
calculations causedmainly by the junctions. The results inTable 2

Table 3. Effects of Various Components of the Tested Methods, Presented As the Difference in Mean Unsigned Error between
Two Methodsa

vdW ele eledir juncorr qHL me0 pol scal elpol qmeff qtcp oniom polc1 polc2

set 1

Z0 23.1 7.8 19.3 36.7 34.9 20.9 30.1 37.8

BZ0 20.2 7.4 17.6 14.2 16.3 26.5 8.9 15.4

Z1 24.7 10.7 17.9 11.3 29.9 29.8 12.6 14.9

DZ1 21.3 6.5 18.1 21.3 13.8 15.0 3.9 7.2

Z2 22.1 7.5 18.3 13.6 14.1 17.5 7.0 8.8

DZ2 22.3 7.4 18.8 11.8 21.0 23.4 7.2 8.7

NZ2 21.6 7.5 18.6 9.7 16.8 19.8 7.8 10.2

Z3 23.0 8.5 18.6 19.2 10.1 12.7 6.5 8.9

RCD 24.9 8.0 20.2 25.2 15.9 17.0 12.1 19.2

BRCD 27.1 11.8 21.8 16.2 18.1 19.4 56.6 61.8

CS 27.9 10.4 20.6 8.2 25.5 15.4 27.3 33.2

BCS 30.9 13.4 22.0 16.7 18.2 17.1 62.2 66.5

Av 1.6 26.1 16.2 11.6 11.8 24.1 8.9 19.3 17.0 19.6 19.5 11.8 20.2 24.4

Av8 1.6 26.1 16.2 11.6 11.8 22.9 7.9 18.8 15.4 16.7 18.4 11.8 10.1 13.9

set 2

Z0 7.2 3.2 9.0 16.6 5.0 4.9 4.7 4.8

Z1 10.1 5.0 10.4 12.2 3.9 1.4 6.7 9.6

DZ1 8.3 3.8 9.0 15.3 4.9 5.1 6.7 6.3

Z2 7.5 3.3 9.0 16.3 5.1 6.1 3.4 4.0

DZ2 7.2 3.2 9.0 13.2 2.9 2.9 2.4 2.8

NZ2 6.7 3.1 8.8 14.4 4.2 6.2 5.1 5.3

Z3 7.2 2.9 8.9 23.5 12.0 12.5 4.7 4.5

DZ3 7.1 3.1 8.9 16.3 4.7 5.8 2.2 2.5

RCD 7.0 3.2 8.9 16.5 4.9 5.8 3.6 3.8

BRCD 18.8 8.7 12.3 17.7 14.7 10.9 68.4 64.6

CS 6.9 3.1 8.9 16.6 5.1 6.1 3.2 3.5

BCS 13.1 5.7 10.1 18.6 12.2 11.2 39.6 35.6

Av 0.5 13.2 13.3 3.9 3.9 8.9 4.0 9.4 16.4 6.6 6.6 4.9 12.6 12.3

Av8 0.5 13.2 13.3 3.9 3.9 7.1 3.1 8.9 16.7 5.5 6.3 4.9 3.7 3.9
aThe components are vdW=QMþvdW-QM; ele =ME0-QMþvdW; eledir =MEdir-QMþvdW; juncorr =ME-ME0; qHL =ME1-ME; me0 =
ME0 - ME; pol = MEav - ME0; scal = MEscal - ME0; elpol = EE - QMþvdW; qmeff = EE - MEav; qtcp = QTCP0 - EE; oniom = ONIOM0 -
QTCP0; polc1 = QTCP-QTCP0; polc2 =ONIOM-ONIOM0. Av is the average over all charge-redistribution schemes, whereas in Av8, Z1, BRCD,
BCS, and Z0 (set 1) or DZ1 (set 2) are omitted from the average. Note that the first four contributions, as well as the ONIOM contribution, are
independent of the charge-redistribution scheme and therefore are only listed in the average rows.
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quite clearly show that the gain of doing electrostatics and
polarization by QM is more than canceled by the errors caused
by the junctions, so that the MEav method actually gives the
better results.
Finally, we tried to improve the results of EE by using the

QTCP and ONIOM corrections. From Table 2, it can be seen
that both corrections are strongly affected by the occasional
problems with the QM charges for some charge-redistribution
schemes. Therefore, we first discuss the results obtained with
QM charges based on a vacuum wave function (QTCP0 and
ONIOM0).
The former correction (column qtcp in Table 3) is in general

quite large, 18 kJ/mol for set 1 and 6 kJ/mol for set 2. It is close to
the qmeff term, showing that this effect dominates the difference
between EE and MEav (note that, by construction, the QTCP
correction is avoided in all types of ME methods). For set 1,
QTCP0 gives results that are slightly worse than those of EE,
whereas for set 2, QTCP0 provides a clear improvement, giving
the lowest MUE if all charge-redistribution schemes are con-
sidered. This indicates that the QTCP correction is advanta-
geous, except when the junctions are too close to the center of the
studied reaction.
The ONIOM correction on the other hand is problematic. It

gives a correction that is very similar to what is observed with

mechanical embedding (compare columns juncorr and oniom in
Table 3), 12 kJ/mol with set 1 and 5 kJ/mol with set 2. ONIOM0

always gives worse results than QTCP0, and it gives no or only a
marginal improvement over the EE method. Again, we have to
conclude that the QM charge model is not accurate enough to
support a Q-J and J-J interaction correction for the HL atoms.
Finally, we compare QTCP with QTCP0 and ONIOM with

ONIOM0 in the last two columns in Table 3, i.e., the effect of
calculating the QM charges with a polarized or a vacuum wave
function. It can be seen that in general, the effect is rather small,
10-14 kJ/mol with set 1 and 4 kJ/mol with set 2. However, for a
few cases, very different results are obtained, as discussed above.
Residue Contributions. Some further understanding can be

gained by studying the contributions from each of the added
groups. A proper QM/MMmethod should give the same results,
no matter if a group is treated by QM or by MM. Therefore, the
difference in QM/MM energy between two calculations that
differ only in that one group is moved from theQM system to the
MM system can be considered as the QM/MM error caused by
that group. Such group contributions, using the Z2 charge-
redistribution scheme (if applicable), are listed in Table 4 for
set 1 and Table 5 for set 2 (these tables also show in which order
the residues are added in the two sets). It can be seen that, for the
electrostatic embedding methods and set 1, residues that give
large errors are typically those directly connected with junctions
to the active site (type A) or the first neighbors (type N),
although the contributions vary quite extensively among the
various methods. With two exceptions, these residues give errors
of 6-32 kJ/mol with the QTCP0 correction. For set 2, most of
the junction problems are collected in the first two contributions
(A and N) so that the remaining contributions are much lower.
However, there are also problematic residues that are not
covalently connected to the active site, e.g. Glu-S22 and Arg-
428. For many residues, the energy corrections are large (e.g., up
to 38 kJ/mol for QTCP), and they make the errors smaller or
larger in a rather randommanner. Again, the ONIOM correction
works poorly, giving maximum errors of 72 and 20 kJ/mol for the
two sets (ignoring the A contribution for set 2), compared to 32
and 13 kJ/mol for QTCP.
For the mechanical embedding methods, the results are more

unpredictable, with very large errors for some groups, e.g., Asp-
63, Ile-544, and His-549. At first sight, this seems to indicate that
interactions with these groups are poorly described by MM and
thus that themechanical embedding approach fails. However, the
results with the MEdir method are significantly better, with the
maximum error reduced from∼100 to 20 kJ/mol for set 1 (∼30
to 16 kJ/mol for set 2). This indicates that the problem is again
related to instabilities in the description of the outer part of the
QM system, leading to random errors when the interactions with
the MM system are strong. In contrast, when only the direct
interactions are considered, the MM description proves to be
highly useful and gradually gets more accurate as the distance
from the reaction center increases.
Calculations with the Whole Protein. It is conceivable that

the calculations with the 446-atom model of [Ni,Fe] hydroge-
nase will overestimate the electrostatic interactions between the
distant charged groups and the active site, although our previous
results in a vacuum and a continuum solvent with a dielectric
constant of 4 differed by only 14 kJ/mol for the 446-atom
model.13 Therefore, we have also performed a set of calculations
in which the protein and the surrounding solvent (in total 12 178
atoms) were included in all calculations, i.e., a more typical

Figure 6. Position of each method in the space described by the mean
unsigned error (MUE) and the mean signed error (MSE) for set 1, with
the value at each arrow giving the size of the effect as described in
Table 2. All values are average energies in kJ/mol over the various
charge-redistribution schemes. For all methods where charge redistribu-
tions occur, the results shown are Av8, i.e., omitting Z1, BRCD, BCS,
and Z0.
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QM/MMsetup. As before, we studied how the energy of the proton-
transfer reaction changed as the QM system was systematically
increased from 46 to 446 atoms in 40 steps. Unfortunately, it is
no longer evident what energy to use as a reference, because all
methods give different results also with the 446-atomQM system
(because the MM system is no longer empty; note also that the
calculation with the largest QM system now contains 49 junc-
tions to the protein). In order not to bias the results toward any
certain method, we decided to use the result obtained for each

method with the 446-atom QM system as the reference (i.e.,
different references for all different methods). This reference
value is 48 kJ/mol for QM and QMþvdW (i.e., without any
electrostatics), 24-28 kJ/mol for the ONIOM and QTCP
approaches, which we showed above give poor results, but
52-75 kJ/mol for the other methods (average 65 kJ/mol).
The calculations were performed for all 13 different QM/MM

variants, but only for set 1 and only for the Z1 charge-redistribu-
tion scheme. The results are shown in Table 6. It can be seen that

Table 4. Residue Contributions (in kJ/mol) to the Error in the QM/MMCalculations for Set 1, Using the Charge-Redistribution
Scheme Z2a

# residue QM QMþvdW ME0 ME ME1 MEdir ME0 MEav Mescal EE QTCP0 Oniom0 QTCP Oniom dist type #J

1 Ile 544 3.6 4.8 -41.9 -35.3 -43.3 -13.5 -29.6 -35.7 -12.4 5.6 -38.2 -22.2 -32.0 -21.3 1.8 A 5

2 Arg 476 -30.1 -29.3 18.3 22.1 18.5 -6.3 11.3 14.8 -9.0 -2.1 20.1 24.0 9.0 17.1 2.2 Ch 6

3 Cys 546 -12.0 -12.1 15.2 3.3 16.1 3.8 -7.0 4.1 -9.5 -27.8 16.6 4.7 -8.2 -23.3 1.7 A 6

4 Asp 114 19.9 19.9 2.6 13.1 1.6 6.5 4.3 3.4 12.1 1.7 2.9 13.3 3.8 10.1 3.3 Ch 5

5 Cys 75 -4.5 -3.7 -15.8 -15.7 -16.4 -6.3 -9.3 -12.6 -6.5 4.3 -10.1 -10.0 -12.1 -6.7 1.6 A 5

6 Asp 541 22.5 22.4 16.2 21.1 16.0 13.2 -5.2 5.5 8.6 17.5 12.0 16.8 -2.7 0.1 4.8 Ch 4

7 Cys 72 3.3 3.4 -4.7 -13.8 -3.4 3.9 3.5 -0.6 3.4 -10.7 -6.7 -15.8 -0.2 -9.5 1.6 A 5

8 Gln 69 -5.6 -5.8 -10.0 5.1 -10.8 -1.9 1.3 -4.3 -2.3 12.1 -6.3 8.8 -0.6 14.0 3.2 O 6

9 Cys 543 -1.4 -1.2 8.9 -1.1 9.8 6.4 11.8 10.4 5.3 -17.8 5.1 -4.9 11.8 1.4 1.6 A 8

10 Glu S22 12.1 12.2 22.7 18.1 23.4 4.4 10.7 16.7 11.4 15.6 20.8 16.2 17.6 11.4 5.6 Ch 8

11 His 481 -18.3 -17.0 -11.6 -16.1 -10.9 -8.8 -11.3 -11.5 -14.1 -7.7 -16.2 -20.6 -6.9 -10.7 2.0 O 8

12 His 79 -3.7 -3.9 -13.6 -4.6 -15.6 -20.2 -16.0 -14.8 -10.0 -11.1 -20.7 -11.7 -17.5 -2.2 1.6 A 8

13 Wat -7.5 -8.0 0.5 0.5 0.2 -1.7 -2.3 -0.9 -5.2 -4.2 -7.5 -7.5 -4.7 -3.1 2.7 O 8

14 Pro 542 0.0 -0.1 0.7 25.8 -0.5 5.9 3.0 1.8 1.5 -6.8 -1.6 23.6 6.1 44.2 3.5 N 8

15 Mg 558 -9.2 -9.3 6.5 27.4 4.9 -12.7 -19.1 -6.3 -14.2 2.1 3.6 24.6 -1.6 -4.9 4.2 Ch 6

16 Arg 428 -7.7 -7.7 4.6 10.2 4.3 -0.3 -25.4 -10.4 -16.5 -15.8 -15.3 -9.7 -23.9 -20.0 7.8 Ch 7

17 Arg 70 0.8 0.8 -12.5 -46.2 -11.1 -2.2 15.3 1.4 8.1 -7.1 -3.9 -37.5 -0.9 -38.0 7.3 Ch 7

18 His 115 -4.5 -4.6 -39.0 -34.7 -40.2 1.8 5.3 -16.8 0.4 -2.3 -2.5 1.8 -2.3 7.2 6.4 Ch 8

19 His 538 -9.9 -9.9 -3.1 -47.7 1.2 -3.4 -6.3 -4.7 -8.1 -1.2 -4.1 -48.7 -6.9 -71.9 8.8 Ch 8

20 Ala 80 1.6 1.7 12.1 31.0 11.6 13.8 3.7 7.9 2.7 -12.9 11.8 30.7 6.0 42.8 2.9 A 8

21 Arg 103 -0.3 -0.3 6.0 16.4 4.9 -6.1 -6.7 -0.4 -3.5 0.2 -4.0 6.4 2.3 20.2 12.0 Ch 8

22 Glu S46 12.7 12.7 0.2 2.7 0.0 7.4 13.3 6.8 13.0 4.1 11.1 13.5 3.6 4.5 8.7 Ch 8

23 Glu S75 8.3 8.3 1.3 -6.2 1.9 3.4 2.3 1.8 5.3 0.8 -0.8 -8.3 1.2 -2.1 7.0 Ch 8

24 Asp 88 -10.4 -10.4 -10.3 -15.4 -9.3 -4.6 -6.0 -8.2 -8.2 2.1 5.1 0.0 4.8 3.8 13.9 Ch 8

25 Arg 85 6.1 6.1 -1.5 7.6 -2.5 0.1 -2.0 -1.7 2.1 -6.5 -13.9 -4.8 -12.4 -7.9 9.6 Ch 8

26 Val 78 3.6 3.8 7.9 -1.9 9.0 -3.6 8.3 8.1 6.0 27.2 8.8 -1.0 10.4 -4.6 4.4 N 8

27 Ala 71 2.8 4.1 -1.6 11.8 -1.8 2.8 -2.4 -2.0 0.8 0.0 -4.4 9.0 -2.4 16.9 4.2 N 7

28 Arg 23 -2.9 -2.9 -10.4 -7.7 -10.5 1.8 -3.4 -6.9 -3.1 -0.3 1.2 4.0 -2.7 -0.2 11.9 Ch 3

29 Asp 126 3.8 3.8 4.3 3.7 4.4 -0.6 1.9 3.1 2.9 0.2 -8.9 -9.5 -0.8 -0.9 14.0 Ch 3

30 Asp 63 -6.7 -6.7 99.3 101.8 99.8 -1.6 -6.3 46.5 -6.5 6.5 18.0 20.5 1.0 -0.3 13.0 Ch 3

31 Gln 690 4.0 4.0 13.9 13.6 14.8 -2.7 -0.6 6.7 1.7 -0.1 -0.9 -1.2 -5.3 1.9 3.1 O 3

32 His 549 -2.8 -2.8 -66.2 -88.9 -62.4 -1.5 8.0 -29.1 2.6 0.3 -1.3 -24.0 5.9 -11.2 7.4 Ch 2

33 Glu 334 -7.8 -7.8 -34.5 -30.9 -34.7 -4.5 3.1 -15.7 -2.3 -1.2 2.9 6.5 1.7 4.8 9.8 Ch 1

34 Gly 547 -11.3 -10.8 14.0 31.9 9.4 3.5 16.6 15.3 2.9 -7.2 12.1 30.0 18.3 30.3 1.7 A 1

35 Thr S18 0.2 0.2 -1.4 -1.3 -1.4 -2.1 -0.3 -0.9 -0.1 -0.6 -0.6 -0.5 -0.6 -0.6 3.4 O 0

36 Arg 388 -3.9 -3.9 2.1 2.1 2.1 0.2 -2.6 -0.2 -3.2 -0.2 -0.2 -0.3 -0.2 -0.2 6.4 Ch 0

37 Arg 59 1.6 1.6 1.5 1.4 1.5 -2.6 -2.5 -0.5 -0.5 -1.8 -1.8 -1.8 -1.8 -1.8 13.8 Ch 0

38 Asp 89 -0.3 -0.3 -0.8 -0.8 -0.8 4.2 5.5 2.4 2.6 2.7 2.6 2.7 2.7 2.6 13.8 Ch 0

39 Asp 60 2.3 2.3 4.6 4.6 4.6 6.6 3.6 4.1 2.9 3.1 3.1 3.1 3.1 3.0 16.3 Ch 0

40 Glu 431 3.1 3.1 -2.4 -2.4 -2.4 -0.7 -1.2 -1.8 0.9 -0.4 -0.3 -0.4 -0.4 -0.3 8.8 Ch 0
aDist is the shortest distance (in Å) of that residue to the smallest (46-atom) QM system. Type is the type of residue, either A, part of the active site;
N, a neighbour to the active site; Ch, a charged residue; or O, another residue. The residue number (#) indicates the calculation in which this residue
appears in the QM system for the first time. Likewise, the number of junctions (#J) is the number of junction atoms before this residue is moved
to the QM system.
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they are quite similar to those obtained with the 446-atommodel.
In particular, the results are not significantly improved by the
inclusion of the surrounding. On the contrary, the MUE is worse
for all methods, in particular for ME0. On the other hand, the
MSE is closer to zero for five of the methods (ME, ME0, MEav,
QTCP0, and ONIOM), and the maximum errors are reduced for
seven methods.
MEdir still gives the lowest MUE among the 13 QM/MM

methods (16 kJ/mol), but it is only 3 kJ/mol lower than forME1.
The reason for the poorer results of MEdir in the full-protein
calculations is the use of standard Amber charges for the MM
system. If instead the QM-basedMM charges from the 446-atom
system are used, exactly the same result as for set 1 is obtained,
but the sum of theMM charges for the whole protein is no longer
integer (because the QM-based charges apply to a system
truncated by hydrogen atoms). QTCP0 gives the lowest max-
imum error (43 kJ/mol), but MEdir gives essentially the same
result. MEav gives the lowest MSE, whereas QMþvdW gives the
lowest standard deviation and EE the fastest convergence. Thus,

the results with the 12 178-atom model show that the conclu-
sions based on the smaller model are not significantly changed.

’CONCLUSIONS

In this paper, we study the accuracy of QM/MM calculations
with respect to the size of the QM system. As a test case, we use a
simple proton transfer between a first-sphere Cys ligand and a
second-sphere His group in a 446-atom model of [Ni,Fe]
hydrogenase. As the reference, we use the QM results obtained
for the whole model.13 We study how the QM/MM results vary
when the QM system is enlarged systematically. Many QM/MM
variants are available.7,8,22-24 We have tested QM-only and 13
different variants of QM/MM, including both standard mechan-
ical and electrostatic embedding, as well as several new variants.

We show that many groups provide sizable (up to over 100 kJ/
mol) contributions to the error in theQM/MMenergies and that
there is a large variation between the results obtained with
different sizes of the QM system (cf. Figure 4). Thus, it is not
enough to study only a few sizes of the QM system as in previous

Table 5. Residue Contributions (in kJ/mol) to the Error in theQM/MMCalculations for the Second Set of Calculations Using the
Z2 Charge-Redistribution Scheme, if Applicablea

# residue QM QMþvdW ME0 ME ME1 MEdir ME0 MEav Mescal EE QTCP0 Oniom0 QTCP Oniom Dist # J

8 A -24.1 -21.6 -9.6 -1.1 -10.5 -12.8 -17.6 -13.6 -19.6 -52.2 4.7 17.8 -29.8 -14.8 1.6 5

11 N 0.5 1.8 -6.9 1.9 -6.7 -4.8 -3.1 -5.0 -0.7 13.0 10.4 13.0 -3.5 9.5 3.5 4

12 Arg 428 -13.5 -13.5 -18.5 -20.4 -18.6 -6.1 -18.4 -18.4 -15.9 -9.9 -29.8 -21.0 -12.8 -14.0 7.8 3

13 Hid 481 -18.4 -17.1 -5.4 -4.6 -5.4 -8.9 -10.4 -7.9 -13.8 -8.8 -13.5 -12.9 -9.3 -9.0 2.0 3

14 Arg 85 5.0 5.0 -6.5 -7.8 -6.5 -1.0 -4.6 -5.5 0.2 -11.9 -11.7 -11.0 -4.4 -4.8 9.6 3

15 Glu S22 13.3 13.3 17.9 20.1 17.9 5.5 4.4 11.2 8.9 7.4 13.8 12.6 9.0 7.8 5.6 3

16 Asp 541 14.8 14.8 3.6 12.5 3.7 8.8 11.1 7.4 13.0 0.0 -2.1 0.1 9.0 20.0 4.8 3

17 Wat -9.8 -10.3 -6.6 -6.7 -6.6 -4.0 -5.4 -6.0 -7.8 -3.9 9.9 17.8 -3.9 -3.8 2.7 2

18 Glu S46 8.4 8.4 8.1 8.7 8.0 3.1 7.6 7.9 8.0 3.0 2.5 2.5 -0.1 -0.8 8.7 2

19 Hip 115 -12.7 -12.7 -2.8 -4.3 -2.6 -6.4 -5.1 -3.9 -8.9 -1.2 1.7 2.3 0.9 1.5 6.4 2

20 Gln 69 -5.2 -5.4 -0.2 2.7 -0.6 -1.4 0.6 0.2 -2.4 14.6 7.9 6.1 -2.6 -0.3 3.2 2

21 Gln 690 -0.3 -0.3 -2.4 -3.8 -2.3 -0.4 -2.2 -2.3 -1.3 0.2 -13.3 -10.5 -1.8 -3.5 3.1 4

22 Arg 70 4.7 4.7 2.4 -1.7 2.7 0.3 2.0 2.2 3.4 0.7 -1.7 -3.1 1.5 -2.6 7.3 1

23 Hip 538 -7.4 -7.4 -1.8 -1.8 -1.8 -0.9 -3.7 -2.8 -5.6 -1.5 -0.8 -4.8 -1.6 -1.5 8.8 0

24 Asp 60 1.2 1.2 8.5 8.5 8.5 5.5 7.4 8.0 4.3 6.2 6.2 6.2 6.2 6.2 16.3 0

25 Asp 89 0.3 0.3 1.2 1.2 1.2 4.7 6.9 4.1 3.6 3.6 3.7 3.6 3.7 3.6 13.8 0

26 Asp 88 -1.4 -1.4 3.0 3.0 3.0 4.3 -2.8 0.1 -2.1 0.3 0.2 0.2 0.2 0.3 13.9 0

27 Arg 59 0.5 0.5 -2.0 -2.0 -2.0 -3.7 -2.9 -2.4 -1.2 -0.9 -0.9 -0.9 -0.9 -1.0 13.8 0

28 Mg 558 9.5 9.4 4.5 -4.8 4.6 6.0 1.8 3.2 5.6 1.7 1.9 1.7 1.7 -6.4 4.2 0

29 Glu S75 0.5 0.5 28.0 30.6 27.9 -4.4 -1.3 13.3 -0.4 3.8 3.6 -5.8 3.5 1.5 7.0 1

30 Asp 114 0.7 0.7 -14.1 -13.2 -14.0 -12.7 -0.6 -7.4 0.0 1.3 2.0 4.5 1.2 0.4 3.3 1

31 Asp 63 0.5 0.5 2.5 2.0 2.5 5.6 2.6 2.5 1.5 0.9 1.0 1.9 1.1 3.2 13.0 1

32 Arg 103 -0.3 -0.3 0.6 1.9 0.6 -6.1 -1.1 -0.2 -0.7 -1.6 -1.7 -2.2 -1.8 -3.3 12.0 1

33 Glu 334 -4.5 -4.5 -21.4 -22.5 -21.4 -1.1 7.6 -6.9 1.6 -1.7 -1.4 -0.1 -1.6 -1.6 9.8 1

34 Arg 476 -7.6 -6.8 0.3 -3.4 0.3 16.2 -5.9 -2.8 -6.3 -2.4 -4.3 -3.6 -2.2 -1.2 2.2 1

35 Hid 549 -3.9 -3.9 -0.4 9.3 -0.4 -2.6 1.4 0.5 -1.2 0.7 0.3 -3.5 0.8 10.1 7.4 1

36 Thr S18 -0.8 -0.9 -1.1 -1.1 -1.1 -3.1 -0.3 -0.7 -0.6 -0.7 -0.5 9.1 -0.7 -0.8 3.4 0

37 Arg 23 -2.7 -2.7 -2.0 -2.1 -2.0 2.0 0.8 -0.6 -1.0 -0.2 -0.2 -0.2 -0.2 -0.2 11.9 0

38 Glu 431 0.1 0.1 6.7 6.7 6.7 -3.7 4.2 5.5 2.1 0.3 0.3 0.3 0.3 0.3 8.8 0

39 Arg 388 -0.1 -0.1 -1.2 -1.3 -1.2 4.0 -5.0 -3.1 -2.6 -0.5 -0.5 -0.5 -0.5 -0.5 6.4 0

40 Asp 126 4.5 4.5 -2.4 -2.4 -2.4 6.0 -1.0 -1.7 1.8 0.0 0.0 0.0 0.0 0.0 14.0 0
aDist is the shortest distance (in Å) of that residue to the smallest (46-atom) QM system. The first two systems involve the residues of the original QM
system (Cys-72, Cys-75, His-79, Ala-80, Cys-543, Ile-544, Cys-546, and Gly-547; A) and the neighbouring residues (Ala-71, Val-78, and Pro-542; N).
The residue number (#) indicates the calculation in which this residue appears in theQM system for the first time. Likewise, the number of junctions (#J)
is the number of junction atoms before this residue is moved to the QM system.
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investigations if statistically significant results are to be obtained.
There are at least three sources of these errors: the point-charge
model of the MM group, the improper polarization of the QM
system (the MM system is not polarizable), and the approxima-
tions in treating the electrostatics around the junctions. The total
QM/MM error is the sum of all of these contributions for all
groups in theMM system, most of which partly cancel; therefore,
it is hard to reach any general conclusions, unless a large number
of calculations are performed, to give proper statistics. This paper
is based on 7140 separate QM/MM calculations, using 14
different methods, 12 different charge-redistribution schemes,
and two different ways to systematically move 30 or 40 different
groups from theMM to theQM system. This is appreciablymore
than in previous studies.12,15,17,19-23 By systematically adding
different components and corrections, we can estimate the size of
the various terms and the accuracy of the various corrections. We
have arrived at several interesting conclusions.

First, we show that various charge-redistribution schemes give
similar results for most QM/MMmethods. With junctions close
to the active site, the Z0 scheme gives poor results, and for the
ME0, QTCP, and ONIOM methods, problems with the QM
charges are observed for the BRCD and BCS schemes, as well as
occasionally also for Z1, DZ1, and Z0. The standard EE method
seems to be more sensitive to the charge-redistribution scheme
than the other methods, but opposing results are obtained if
junctions are close to the active site or not (set 1 and set 2). In
general, there does not seem to be any consistent gain of using
any charge-redistribution scheme, and we tend to recommend
the Z1 scheme (i.e., include all point charges, besides that of M1,
which is already included in the QM system as the HL atom),
because it is the most simple method and there is no risk that any
important interactions are omitted, as for the Z2 and Z3 schemes.

The best results in this investigation are obtained with the
MEdir method, which uses mechanical embedding but forces the
charges used for the QM system to be identical for the reactant

and product states except for a fairly small inner core, even when
the QM system itself grows. It gives MUEs of 7 and 6 kJ/mol,
MSEs of 1 and 4 kJ/mol, and maximum errors of 28 and 16 kJ/
mol for the two sets of calculations, respectively. This is
appreciably better than the QM-only calculations, by factors of
2-3 for both MUEs and maximum errors.

The second best method is the MEscal method, which uses the
average of the QMþvdWmethod and the ME0 method, in which
the charges of the QM system are obtained from a wave function
polarized by MM point charges. Unfortunately, it is not physi-
cally consistent but only motivated by the frequent observation
that QM/MM methods with electrostatic embedding seem to
overestimate electrostatic interactions.41,49 The ME0 method
itself, as well as the physically more consistent MEav method,
also give better results than QM-only, but with slightly worse
MUEs and MSEs than MEscal.

Among the methods with electrostatic embedding, standard
EE and QTCP0 give the best results, the latter especially if
junctions are moved away from the active site. However, it is
notable that this investigation indicates that mechanical embed-
ding actually gives better results than electrostatic embedding,
contrary to the common consensus that electrostatic embedding
is a better approximation, because it includes the polarization of
the QM system by the MM system.7,8 An advantage of mechan-
ical embedding is that it avoids the junction problem for the
electrostatic interactions between the QM and MM systems,
because this term is calculated withM1 atoms and charges. Thus,
it provides an alternative to the QTCP correction in eq 3 and it
avoids the risk of overpolarization (and therefore no charge-
redistribution is needed). Apparently, the errors introduced by
letting the truncated QM system be polarized by a point-charge
model are as severe as the omission of the polarization of the QM
system, and the errors can only be accurately corrected if the
junctions are far from the active site (i.e., QTCP0 in set 2). The
reason why previous investigations have given better results with
electrostatic embedding12,19,22,23 is that the results depend on the
tested system, i.e., the relative importance of polarization and the
junction errors, but also that we have in this investigation
developed new variants of mechanical embedding (MEdir and
MEscal) that give the best results.

Moreover, the results show that the ONIOM correction of the
Q-J and J-J interactions within the QM system, using an ESP-
charge model of the QM system, does not work properly. On the
contrary, it consistently gives worse results than without this
correction, both with mechanical embedding (i.e., ME compared to
ME0) and electrostatic embedding (ONIOM or ONIOM0 com-
pared to EE, QTCP, or QTCP0). Apparently, the ESP-charge
model of the QM system is too poor to allow for such a correction.

Finally, we show that the largest errors in QM/MM come
from junctions between QM and MM close to the active site. In
the second set of calculations, such junctions are avoided, and
from Table 2, it can be seen that the results of all methods are
strongly improved. Of course, in protein applications, junctions
cannot be fully avoided.

Thus, our results lead to the following practical recommenda-
tions for QM/MM studies: First, junctions should always be
moved into the backbone of the previous and next residue of each
active-site group. In fact, the use of junctions, even far from the
active site, should be minimized. Second, one should pay
attention to the stability of the QM calculations with respect to
the various reaction states calculated. Small perturbations may
lead to nonphysical differences in the charge distribution in the

Table 6. The Performance of the Various Methods for the
QM/MMCalculations Including a 12 178-AtomModel of the
Protein and the Surrounding Watera

MUE max MSE stdev n5 n10 n20 reference

QM 20.5 56.1 18.8 18.1 38 32 29 48.3

QMþvdW 19.2 53.7 17.2 17.4 38 32 29 47.9

ME0 19.2 52.8 8.9 21.6 39 33 33 67.7

ME 23.2 83.5 -6.1 28.6 39 39 35 52.2

ME1 19.6 54.6 9.3 22.0 39 33 31 66.0

MEdir 16.1 43.1 3.1 19.1 38 34 33 67.5

ME0 43.8 83.1 -7.9 50.1 34 34 32 72.4

MEav 27.7 58.4 0.5 31.8 34 33 32 70.1

MEscal 26.2 63.8 4.7 30.6 36 32 32 60.1

EE 26.4 68.3 25.7 19.6 39 26 25 57.4

QTCP0 21.0 42.7 2.2 25.0 39 33 32 74.5

ONIOM0 27.3 73.0 -12.8 31.2 39 39 33 59.0

QTCP 29.5 82.8 -9.3 35.6 39 39 32 28.3

ONIOM 39.2 103.3 -8.5 48.9 36 34 34 24.4
aThe quality measures are the same as in Table 2, but calculations were
performed only with the Z1 charge-redistribution scheme (if applicable)
and only for set 1. Reference is the reference value for the proton-transfer
reaction energy (in kJ/mol) for the calculation with the 446-atom QM
system.
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outer regions of the QM system, which although having a small
effect on theQMenergies can have a large effect on theQM/MM
interaction energy because of the close proximity of the MM
charges. This problem seems to be important for both mechanical
and electrostatic embedding. When using mechanical embedding,
the problem is amplified by instabilities in the charge-derivation
scheme. On the other hand, we have devised a simple way of
reducing this problem by using fixed charges outside a core
system (the MEdir method), whereas there seems to be no such
quick fix to the electrostatic embedding approach.

It should be noted that the junction problem is not avoided by
the MEdir method. On the contrary, this method can be con-
sidered as the most basic QM/MM scheme, totally ignoring polariza-
tion and treating junctions in a simple ad hocmanner. However, any
approach to treat polarization and junctions in a consistent way must
be compared thoroughly to this basic approximation.

In our previous investigation of the same [Ni,Fe] hydrogenase
system, we showed that it was very hard to obtain an accurate
estimate of the proton-transfer energy in the protein with a QM-
only approach.13 For example, even if 40 groups from the
surrounding protein were included (over 400 atoms), there
was still a 60 kJ/mol difference if these groups were selected as
those closest to the active site or if they were selected from those
giving the largest energy contributions in a QM/MM calculation.
In this paper, we show that the QM/MM approach also has
convergence problems. However, once the junctions are moved
away from the active-site residues, the results become quite
stable, with MUEs and maximum errors down to 5 and 16 kJ/
mol, respectively. These results provide an estimate of the
expected accuracy of the QM/MM approach. Thus, with wisely
selected junctions, the QM/MM approach provides an appreci-
ably faster convergence with respect to the size of the QM system
than the QM-only approach.

Finally, we have also checked that the results do not change
qualitatively if a 12 178-atommodel of the protein and surround-
ing solvent is included in the calculations. It should be noted that
the reference results obtained with the largest QM system should
not be considered as an accurate estimate of the true energy for
this proton transfer in [Ni,Fe] hydrogenase. For such an
estimate, better methods (e.g., including dispersion) and basis
sets should be used, and dynamical effects need to be included. In
a future publication, we will discuss how accurate estimates of
protein reactions may be obtained by combining QM/MM
calculations with large QM calculations.

’ASSOCIATED CONTENT

bS Supporting Information. The chemical structure of
groups directly connected to the active site, as well as the results
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ABSTRACT:We recently introduced a newmethod for discovering, characterizing, and monitoring spatiotemporal patterns in the
conformational fluctuations in molecular dynamics simulation data (J. Comput. Biol. 2010, 17 (3), 309-324). Significantly, our
method, called Dynamic Tensor Analysis (DTA), can be performed as the simulation is progressing. It is therefore well-suited to
analyzing long timescale simulations, which are critical for studying biologically relevant motions but may be too large for traditional
analysis methods. In this paper, we demonstrate that the patterns discovered by DTA often correspond to functionally important
conformational substates. In particular, we apply DTA to a 150 ns simulation of ubiquitin and discover patterns that provide unique
insights into ubiquitin's ability to bind multiple substrates. Moreover, we take advantage of DTA's ability to identify patterns on
different timescales and investigate how fast positional fluctuations may modulate slower, large-scale motions in functionally
important regions. Our findings here suggest that DTA is well-suited to organizing, visualizing, and analyzing very large trajectories
and discovering conformational substates.

’ INTRODUCTION

Proteins are intrinsically dynamic and exist in an ensemble of
interconverting conformations. This ensemble can be partitioned
into subsets of conformations, called conformational substates,1,2 with
similar structures and internal energies. The study of these conforma-
tional substates and their relevance to biological function remains an
active area of research.3-5 Multiple experimental techniques have
been used to demonstrate the presence of conformational substates
in proteins, including nuclear magnetic resonance (NMR),6 neutron
spectroscopy,7,8 and X-ray crystallography.5 These conformational
substates, in turn, have provided valuable insights into biological
function, such as enzyme catalysis5,9,10 and protein folding.11 How-
ever, experimental techniques are presently incapable of resolving
many of the structural and dynamical details of individual conforma-
tional substates, or explaining how proteins transition between them.

Theoretical and computational modeling can effectively enhance
our understanding about conformational substates by providing
detailed atomistic information about their structural and dynamical
features.3 Molecular dynamics (MD) and Monte Carlo (MC)
simulations are perhaps the most commonly used computational
techniques for characterizing conformational dynamics in proteins.12

Recent advances in hardware and software (e.g., refs 13-19) have
dramatically decreased the cost of MD andMC simulations, and it is
now possible to investigate conformational dynamics on micro-
second and millisecond timescales. Such long simulations are well-
suited to identifying and studying the conformational substates
relevant to biological function. At the same time, the concomitant
increase in the size of the resulting data sets make them more
challenging to analyze and interpret. Thus, there is a need for new,
automated methods that help biologists identify and characterize
conformational substates, and the transitions between them.

Several techniques have been developed in order to identify
conformational substates in MD data. These techniques are

usually performed in an offline fashion (i.e., after all of the data
are collected) and produce low-dimensional models of the data.
Principal Component Analysis (PCA)20-22-based analyses, for
example, have been used to describe conformational substates
and their relevance in both folding pathways23and ligand/sub-
strate binding.24 More recently, Lange and Grubm€uller intro-
duced full correlation analysis,25 which can capture both linear
and nonlinear correlatedmotions fromMD simulations. Another
approach to characterizing conformational substates is the use of
Markov State Models (MSMs), which partitions the conforma-
tional space sampled by the simulation into kinetically accessible
substates.26 Note that while each of these approaches detect and
characterize conformational substates, they are performed only after
simulations have completed. This is important because any analysis
algorithm that runs in time polynomial in the number of simulation
frames (e.g., clustering27-29) will face a serious computational
challenge when presented with long timescale simulation data.

To overcome the aforementioned limitations, we have re-
cently introduced an online algorithm to monitor and character-
ize collective distance fluctuations in protein simulations as they
are progressing.30,31 This algorithm, which performs dynamic
tensor analysis (DTA),32 represents theMD simulation trajectory
as a time-evolving stream of multidimensional tensors. We have
previously shown30,31 that DTA can (a) identify constrained and
flexible regions in a protein, (b) characterize the conformational
couplings that exist between different parts of a protein, and
(c) detect time points where collective behavior may have
significantly changed. Our method is also flexible enough to allow
the end-user to track specific structural features such as hydrogen
bonds or hydrophobic interactions as they vary over time and to
detect collective behavior as simulations are progressing.

Received: September 17, 2010
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In this paper, we will demonstrate the ability of DTA to
identify and characterize conformational substates in an online
fashion by applying it to a 150 ns simulation of protein ubiquitin.
We compare and contrast the conformational substates discov-
ered from our technique to those identified using simple metrics
(e.g., root-mean squared deviations [RMSD]) and offline PCA-
based methods. Dynamic tensor analysis reveals the presence of
several well-defined conformational substates that are not di-
rectly evident from RMSD-based metrics. The conformational
substates we identify are distinct in their collective fluctuations
and directly relevant to substrate binding. Finally, we will
demonstrate that it is possible to analyze the conformational
landscape on different timescales using DTA. Our multiscale
analysis of the ubiquitin trajectory provides unique insights into
how the motions of the binding regions may be modulated to
achieve optimal binding conformation. These experiments de-
monstrate the utility of DTA as an approach for identifying and
characterizing conformational substates from molecular dy-
namics simulation data.

’METHODS

Molecular Dynamics Simulations. Detailed molecular dy-
namics simulations were performed on human ubiquitin (PDB
id: 1UBQ). The initial crystal structure was processed using the
Maestro software (Schrodinger Inc.), and the OPLS/AA force-
field33,34 was used for simulations. The protonation state of each
residue was determined at pH 7.0, and missing protons were
added. The structure was then placed in a pre-equilibrated
rectangular box of water, parametrized using SPC,35 such that
the distance between the protein and the boundaries of the box
was at least 10 Å. The final box size was 51.3 Å� 51.3 Å� 51.3 Å.
Prior to equilibration, the solvent and proteins were energy
minimized using both steepest descent (50 steps) and a con-
jugate gradient until the overall root-mean-square (RMS) of the
gradients was less than 0.25 kcal/mol/Å. The system was then
equilibrated using a standard protocol involving multiple steps of
energy minimization and small MD runs to allow the solvent
molecules and then the solute atoms to relax. Temperature
ramps were used to gradually bring the system to 300 K. Next,
an NPT (constant number of particles N; constant pressure P;
constant temperature T ensemble) simulation at 300 K was
performed to make sure that the system was stable. A small
simulation run for 1.2 ns using an NVE (constant number of
particles N; constant volume V; constant energy E) ensemble
was then performed to allow the system to fully equilibrate.
The production run was performed using Desmond,36 under

an NVE ensemble with periodic boundary conditions. The
RESPA integrator was used for solving Newton's laws of motion.
Hydrogen atoms were constrained via the SHAKE algorithm.37

Long-range electrostatics were computed using the particle mesh
ewald (PME)38 technique. The production run lasted a total of
150 ns (excluding the initial 1.2 ns run), with frames being stored
every 10 ps. A total of 15 000 snapshots were stored and used for
further analysis.
Dynamic Tensor Analysis for Protein Simulations. Re-

cently, our group introduced a novel online analysis tool for
mining spatiotemporal patterns from MD simulations.30,31 Our
technique encodes theMD trajectory as a time-ordered sequence
of tensors. Tensors are a generalization of matrices beyond two
dimensions and can be used to encode both spatial and temporal
dynamics. In contrast, PCA takes as input a covariance matrix,

which is a time-averaged representation of the data. Our method
then performs Dynamic Tensor Analysis (DTA) to identify and
track spatiotemporal patterns in the data. DTA was first intro-
duced in the context of analyzing streams of router data from
computer networks.32,39

A detailed description of the algorithm is provided in
Ramanathan et al.31 Here, we summarize briefly howDTAworks
(see flowchart in Figure 1) and then describe how conforma-
tional substates are identified. Given a collection of tensors X1,
X2, ...XT, each of dimension n1 � n2 � ... � nM, DTA will find
orthogonal matrices Ui, one for each dimension, that minimizes
the dynamical deviation, η, which is defined as follows:

η ¼
XT
t¼0

jj Xt-Xt

YM
i¼1

�iðUiU
T
i Þjj 2F ð1Þ

Here, ||X||F
2 is the square of the Frobenius norm of tensorX, which

is defined as

jjXjj 2F ¼
Xn1
i1¼1

:::
XnM
iM¼1

Xði1,:::iMÞ2 ð2Þ

and is equivalent to the sum of the inner product operation in
matrices.
Informally, eq 1 is the difference between the actual data, Xt, and

the approximation of Xt in the space spanned by orthogonal ma-
trices Ui, denoted by XtΠi=1

M � i(UiUi
T). In computer science and

machine learning literature, η is often referred to as the error of re-
construction.40 Here, Yt = XtΠi=1

M � iUi is called the core tensor. The
tensor-matrix multiplication operator, XtΠi=1

M � iUi, is defined as

X
YM
i¼1

� iUi ¼ X�1U1:::�MUM ð3Þ

As illustrated in the flow-chart (Figure 1), DTA takes as input
(i) the new incoming tensor Xt such that 1 e t e T, (ii) the
eigenvalues Si

(t-1)|i=1
M , and (iii) the eigenvectors Ui

(t-1)|i=1
M com-

puted from the preceding call to DTA on tensorXt-1. If there are
no previous eigenvalues/eigenvectors (i.e., at t = 0), then the only
input is the first tensor, and the eigenvalues/eigenvectors will be
computed for use in subsequent calls to DTA.
The algorithm proceeds by minimizing the variance in

every dimension i, for 1 e i e M. First, the input tensor is
unfolded (or matricized) along the selected dimension d. Given
Xt ∈ Rn1�...�nM, unfolding in dimension d involves constructing
the (Πi6¼dni) � nd matrix X(d) such that each row is a vector in
Rnd obtained by holding d fixed and varying the remaining
indices. Next, the variance matrix associated with dimension d
from the previous call to DTA, Cd

(t-1), is reconstructed using the
eigenvectors and eigenvalues from the preceding tensor, Xt-1.
The variance of the unfolded incoming tensor is, by definition,
Xd
TXd. At every time step, the variance estimates are updated

according to the rule

CðtÞ
d r λCðt-1Þ

d þ XT
d XðiÞ ð4Þ

where, λ is called thememory parameter. This parameter controls
the degree to which previous tensors influence the current estimate
of the variance. When λ = 0, only the present tensor at time t is
considered to be relevant, and all of the past tensors are ignored for
updating the variancematrix. By restricting our attention toλ=0,we
will be capturing an instantaneous description of the landscape.
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When λ = 1, all of the previous tensors are considered relevant and
are used to estimate the variance matrix. Finally, DTA diagonalizes
the variance matrix, resulting in an updated set of eigenvalues and
eigenvectors that capture the dynamical behavior observed in the
simulations observed thus far.
Identification of Conformational Substates UsingDynam-

ical Deviations (η). Tensors provide a convenient means for
encoding the collective dynamics observed in windows over the
data. For example, in our experiments, we constructed tensors
encoding the dynamics of the pairwise distances between the CR

atoms over windows of w sequential snapshots. Here, w is a
parameter set by the user which can be adjusted to analyze
different timescales. The resulting tensors thus had dimensions
n � n � w where n is the number of residues.
DTA tracks the evolution of the collective dynamics by

updating the various covariance matrices Cd according to eq 4.
These covariance matrices are then used to update the estimates
of the orthogonal matrices Ui, which reveal underlying patterns
within the data. We have demonstrated previously30,31 that it is
possible to gain insights into dynamically coupled regions by
clustering the Ui matrices.
The magnitude of any changes in the collective dynamics can be

quantified by calculating the dynamical deviations η according to
eq 1. Intuitively, any significant increase in η indicates that the
collective motions have changed substantially. Such changes may be
due to a transition between two different conformational substates.
To detect such transitions, we monitor the empirical mean and
standard deviation of η as the simulation is running. The instanta-
neous dynamical deviation threshold, ηt, is defined as follows:

ηt g meanðeijti¼1Þ þ R� stdðeijti¼1Þ ð5Þ
where ηi|i=1

t refers to the dynamical deviation up to time t, and R
is an arbitrary positive constant. In our experiments, we setR to 2
(i.e., the second standard deviation). Thus, eq 5 can be used
to automatically segment the MD trajectory into dynamical
segments. As will be shown in the Results section, these segments

correspond to different conformational substates characterized
by different collective fluctuations. That is, spikes in the dyna-
mical deviation are associated with the transition between con-
formational substates.
Principal Component Analysis (PCA). Comparing Offline

PCA with Online DTA. We performed PCA on the CR distance
covariance matrix,41 D, defined as

Dij ¼ Æðdi-ÆdiæÞðdj-ÆdjæÞæ ¼ VΛDV
T ð6Þ

where di and dj represent the pairwise distances of C
R atoms. The

quantities within Æ...æ are average distances. The distance covari-
ance matrix D was then diagonalized to obtain a set of eigenvec-
tors V and eigenvalues λD. Modes were sorted according to their
amplitudes in λD.
Note thatD is am�mmatrix, wherem = n(n- 1)/2 and n is

the number of CR atoms in the protein. DTA, in contrast, models
distance fluctuations using n � n matrices. In order to compare
the results between PCA and DTA, therefore, it is necessary to
construct a reduced representation of each eigenvector vi. To do
this, we used the procedure described in Abseher and Nilges.41

Here, the eigenvectors vi are first mapped to a symmetric rank 2
matrix and then reduced to an n dimensional vector by summing
the squares of the entries along a row:

vredl ¼
XN
k¼1

ðvklÞ2 ð7Þ

This procedure allows one to accumulate the eigenvector
components corresponding to distances from a common CR

atom. The resulting vectors are normalized and then used to
compare the distance fluctuations measured by DTA and PCA.
Comparing Collective Fluctuations between Substates.

PCA was also used to compare the dynamic segments obtained
via DTA and RMSD. To do this, we performed PCA on the CR

atomsof the ensemble of structures in each segment. After removing
the translational and rotational motions, the covariance matrix

Figure 1. Schematic of dynamic tensor analysis used to capture spatiotemporal correlations from proteins simulations.
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CPCA was built using

CPCA
ij ¼ ðxi-ÆxiæÞðxj-ÆxjæÞ ¼ UPCAΛUT

PCA ð8Þ

where xi and xj represent the positions of C
R atoms of residues i

and j, respectively, and the Æ...æ is the average positional devaition.
UPCA represents the eigenvectors, and Λ represents the eigen-
values (amplitudes of fluctuations) determined via PCA.
We measured the difference in the subspaces spanned by the

segments by computing the normalized overlap42 between the
top 10 eigenvectors. The normalized overlap s between two
substates A and B is defined as

sðA, BÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr½ðA1 = 2-B1 = 2Þ2�

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trðAÞþtrðBÞp ð9Þ

The value of s can vary from aminimum of zero (no overlap) to a
maximum of 1 (identical subspace). We note that the overlap was
only used to compare subspaces, and not to test for convergence
because short timescale windows are not expected to have
converged.
We also compared the substates by computing the inner

products of the respective eigenvectors. Here, we examined the
top 10 eigenvectors (as in previous work43), which account for
more than 70% of the overall variance. The inner product
between eigenvectors measures the similarity between the direc-
tion of the large-scale fluctuations.

’RESULTS

In previous work, we demonstrated that MD simulations of
ubiquitin can accurately capture its behavior on microsecond
timescales and that the motions revealed using quasi-harmonic
analysis are functionally relevant.43 In this section, we will
summarize how DTA can be applied to characterize conforma-
tional substates in a protein simulation as it is progressing. All
experiments were performed on tensors tracking the pairwise
distances between CR atoms over varying window sizes, as
described below.
Comparison of Ubiquitin Dynamics. We first demonstrate

that the Desmond simulation used in this paper sufficiently
captures the inherent dynamics of ubiquitin by comparing it to
previous experimental and computational results. We note that
we carried out the simulation on the entire protein (residues
1-76). However, for the purposes of analysis, we have used
residues 2-70. It is known that residues 1 and 71-76 are quite
flexible, undergoing large scale fluctuations, and this may affect
the interpretation of our results.
Figure 2 shows the root-mean squared fluctuations (RMSF)

determined for CR atoms of ubiquitin from residues 2 to 70. For
comparison, these RMSFs are compared to the same quantities
obtained from (a) a previously reported 0.5 μs simulation of
ubiquitin obtained frommultiple initial structures using AMBER
as described in ref 43, (b) an NMR ensemble determined on the
microsecond timescale (PDB code: 2K39),44 and (c) 44 crystal
structures obtained from the PDB. Casual inspection reveals that
the four curves share significant overlap in terms of the flexible/
constrained regions in ubiquitin. The overall correlation between
the Desmond simulation andNMR ensemble, for example, is 0.8,
whereas the correlation between the AMBER simulation and the
NMR ensemble is 0.7. This observation leads us to believe that
the Desmond simulations sample the overall conformation space

of ubiquitin quite well and can be used for analyzing possible
conformational substates.
Using RMSD to Identify Conformational Substates. A

simple and straightforward approach to monitoring MD simula-
tions is to compute root-mean squared deviations (RMSD) from
an initial structure. RMSD measures the average distance be-
tween the backbones of two superimposed structures. We will
show that DTA reveals different conformational substates than
RMSD. The time-evolution of RMSD over the entire simulation
is illustrated in Figure 3A. The average RMSD was computed
with a window size of 10 snapshots (w = 10), spanning an interval
of 0.1 ns. The average RMSD over the course of the 150 ns
simulation was 2.2 Å, with a standard deviation of 0.56 Å. A visual
inspection of the plot reveals that there are two points along the
trajectory where significant structural changes occur. The first
change occurs at approximately 42.0 ns and the second at 87.5 ns.
As shown in Table 1, the segments identified using RMSD are

diverse in terms of their geometric properties. Closer inspection
reveals that ubquitin remains fairly stable during the first 42 ns of the
simulation. However, from 42 ns to about 87.5 ns, the simulation
exhibits some large-scale fluctuations involving the R1 helix and
β1-β2 loops (Figure 3B). These motions are important in the
context of ubiquitin binding.43,44 In the last segment (87.5-150 ns),
ubiquitin returns to a more native-like conformation with confor-
mational changes in the β3-β4 loop and R2 helix (Figure 3B).
RMSD is a measure of average structural deviations and does

not necessarily provide insights into collective motions (i.e.,
whether the motions of different regions are coupled or in-
dependent). To compare the collective fluctuations across the
three different substates identified using RMSD, we used PCA
(described in the Methods section) to compare the subspaces
spanned by each of these segments. As shown in Table 2, the
pairwise overlap between segments is quite high. Moreover, the
average overlap between each segment and the entire trajectory is
0.78, indicating that there is little difference in the collective
fluctuations within each segment. This is further illustrated by the
high overlap in the inner products of the top 10 eigenvectors
(Supporting Information Figure S1).

Figure 2. Comparison of Desmond to other ensembles, indicating
largely similar fluctuation profiles across different forcefields and experi-
mental ensembles. Our Desmond simulations of 1UBQ (150 ns) are
most similar to the EROS (NMR) ensemble. Notice that the peaks in
the RMSF curve coincide in Desmond, EROS, and a 0.5 μs ensemble
determined by molecular dynamics simulations using the AMBER suite
of tools.43 The X-ray ensemble, as determined from 44 crystal structures,
also indicates a similar fluctuation profile, albeit with a smallermagnitude
of fluctuations. See correlation plots determined from AMBER, EROS,
and Desmond in the Supporting Information.
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Next, we examined the scaled internal energy of the
protein45,46 in each segment. Internal energy, in this context, is
defined as the sum of all nonbonded electrostatic and van der
Waals interactions.45 The internal energy values are normalized
to have unit variance for ease of interpretation. The correlation
coefficient between the RMSD profile (Figure 3) and the total
energy is low (R = 0.26), as are the correlations between the
RMSD profile and electrostatics (R = 0.24) and van der Waals
(R = 0.06). Additionally, as illustrated in Table 1, the average

scaled energies between the segments are fairly similar and have
high standard deviations. We conclude that using RMSD as a
metric for segmenting the trajectory into conformational sub-
states results in a suboptimal energetic and dynamical description
of the conformational landscape. As we will show in the
subsequent subsections, DTA allows one to effectively overcome
these limitations and identify conformational substates that also
correspond to jumps in internal energy of the protein as
simulations are progressing.
Comparing DTAwith PCA. Figure 4 and Table 3 present the

results of comparing normalized fluctuation encoded in the top
five eigenvectors identified by DTA and PCA. The colored boxes in
Figure 4 enclose regions with large distance fluctuations, including
flexible loop regions β1-β2 (orange), β3-β4 (green), R1

(magenta), and β2-R1 (light blue). Notice that PCA and
DTA show similar fluctuations. A quantitative comparison of
the Spearman's rank correlation coefficients (Table 3) indicates
that the similarity between some modes is statistically significant
(p < 0.05). However, it also reveals some subtle differences
between DTA and PCA. For example, a comparison of the top
two modes from DTA indicates the greatest variance is asso-
ciated with the entirety of R1, but PCA detects motions only
along the C-terminal end of R1 (see modes A and B in Figure 4).
The windowing aspect of DTA allows one to detect such hidden
correlations which are not directly evident from PCA techniques.
Thus, while PCA can pursue only the extent of spatial fluctua-
tions (because the temporal dimension is averaged out), DTA
can reveal correlations that include the temporal dimension. As
we will show in the next section, the inclusion of the temporal
dimension can also affect how the simulation can be segmented
into different conformational substates.
The distance space PCA eigenvectors can be used to partition

the landscape into conformational substates.21-23,41 For this
purpose, we use the projections from the distance space PCA to
identify regions of the trajectory that show large deviations from
the average behavior observed. The projections from PCA are
computed offline using

qiðtÞ ¼ ðdðtÞ - ÆdæÞvi ð10Þ
where qi(t) represents the projection of conformation at time t, the
first quantity on the right-hand side of the equation relates to the
deviations in the pairwise distances, and the second term represents
the eigenvector determined from eq 6. As shown in Figure 5, the top
two eigenvectors partition the ubiquitin simulation into three
substates (identified by the ellipses shown in the figure). The top
two eigenvectors contribute to over 55% of the overall variance in
the simulation, and hence the large-scale distance fluctuations
observed can be considered a consequence of these two eigenvec-
tors. The top two eigenvectors describe the fluctuations of the R1

helix and the flexible loops β1-β2 and β3-β4.
The temporal evolution of the projections from the top two

eigenvectors (see Supporting Information Figure S2) shows a
large change around 42.0 ns of the simulation, followed by a
gradual relaxation that begins at around 87.5 ns. The temporal
evolution of the projections therefore closely follows the overall
conformational changes depicted by the RMSD plots shown in
Figure 3A. Further, as shown in Figure 5, the segments identified via
PCA largely follow the RMSD partitioning of the conformational
landscape. This is to be expected, since PCA pursues the variance
(or extent of fluctuations) and therefore blindly chases the largest
deviations observed in the simulation. However, as we have

Table 1. Summary of Segments Determined by Tracking
RMSDa

no. RMSD (Å) scaled energy time duration (ns)

S1 2.0( 0.2 -0.128( 0.95 42.0

S2 2.6 ( 0.4 0.123( 1.14 45.5

S3 2.3( 0.3 -0.015( 0.91 62.5

total 150.0
a Each column shows the macroscopic geometric and energetic proper-
ties of segments. Scaled energy is defined as the sum of pairwise
electrostatic and van der Waals interactions that have been normalized
to have unit variance.45,46 The time durations represent the length of the
respective segments.

Table 2. Summary of Overlaps in Subspaces Spanned by
RMSDa

no. S2 S3 all

S1 0.79 0.80 0.75

S2 0.63 0.78

S3 0.91
a Each column compares the subspace overlap between the the segments
identified (S1, S2, and S3). Normalized overlaps (eq 9) are computed as
outlined in the Methods section. The final column represents the entire
150 ns trajectory. A summary of the inner products determined from the
RMSD-based segmentation is provided in Figure S1 in the Supporting
Information.

Figure 3. Tracking root-mean squared deviations (RMSD) indicates
the presence of (at least) three segments. The RMSD profile from the
MD simulation can be segmented into three parts: S1 (0-42.0 ns), S2
(42.0 nsþ45.5 ns), and S3 (87.5 nsþ62.5 ns). Representative structures
from each of the segments are compared on the right. In S1 and S2, we
observe large-scale changes involving β1-β2 and β3-β4 loops as well as
the C-terminal end of the R1 helix. Minor conformational changes are
observed in β2-R1 and β4-R2 loops. In S2 and S3, large-scale
conformational changes are again observed in β1-β2 and β3-β4 loops
as well as the C-terminal end of R1. Note that with this transition, the
protein comes back to a conformation that is more or less similar (in the
RMSD sense) to the conformations in S1.
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recently pointed out,31 the changes in these conformations need
not necessarily correlate with energetic changes. We conclude
that, for our simulations, PCA- and RMSD-based segmentations
result in similar descriptions of the landscape.
DTA Segments the Conformational Landscape into Con-

formational Substates. In this section, we describe how dyna-
mical deviations (η; described in theMethods section and eq 1) can
be used to identify conformational substates as the simulations are
running. We will first demonstrate how dynamical deviations η can
be used to segment the trajectory by applying a threshold. We will
then examine how our interpretation of the landscape changes as we
examine different timescales (by increasing w).
The dynamical deviation η quantifies how much the previous

window differs from the current window, in terms of its dynamical
behavior. Spikes in η can therefore be used to segment the trajectory.
For example, there are four obvious segments in Figure 6A, which
uses a window size of 0.1 ns (w = 10). Each segment can be
further partitioned according to η, as illustrated in Figure 6B.
This is consistent with the view of a hierarchical conformational
landscape.2

The process of segmenting the trajectory can be automated
by applying a threshold ηt, as defined in eq 5. The time-evolu-
tion of ηt is shown as a red continuous line in Figure 6A.
Note that ηt tends to rise for short periods of time and then
stabilize as the simulation progresses. The rise and stabilization
in ηt can be attributed to two aspects in the collective dynamics of
the protein: (a) a period of fast changes in the fluctuations, indi-
cated by the gray shaded regions in Figure 6A, followed by (b) a
stable dynamical regime in which fluctuations are much less
pronounced.
To compare the collective dynamics in the identified seg-

ments, we computed both the normalized overlaps (eq 9) and
inner products between the top 10 eigenvectors determined from
each of these segments. As shown in Figure 6C, the eigenvalue
spectrum shows considerable difference between the segments
identified. Table 4, which shows the overlaps between the
subspace spanned by the top 10 eigenvectors in each segment, also
illustrates that the maximal agreement between the subspaces is
only about 0.64, which confirms that the motions between these
dynamical segments are different. A second and more direct line

Figure 4. Comparing the online DTA with offline distance space PCA indicates similar fluctuations. Shown here are the normalized distance
fluctuations from the top five eigenvectors from the online DTA performed over the entire trajectory and the offline distance space PCA. Note that while
individual amplitudes across the top fivemodesmight differ, the same regions in ubiquitin (highlighted in similar colored boxes across the plots) undergo
similar fluctuations in both methods. A quantitative comparison between the modes also indicates the same (see Table 3).

Table 3. Similarity in Normalized Distance Fluctuations Determined from DTA (rows) and Distance Space PCA (columns) for
the Top Five Eigenvectors from Each Methoda

DTA/PCA A B C D E

A 0.247 (4.06e-02) 0.303 (1.17e-02) 0.525 (5.03e-06)

B 0.420 (3.65e-04) 0.242 (4.49e-02) 0.343 (4.04e-03) 0.255 (3.45e-02)

C 0.249 (3.96e-02)

D 0.323 (6.95e-03)

E 0.247 (4.09e-02) 0.214 (7.71e-02)
aOnly correlation values with p values (within brackets) that are significant (<0.05) are shown here.
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of evidence comes by examining the inner product matrices of
each segment (see Supporting Information Figure S3), which

further confirms that the collective motions are quite different in
each of these segments.
Now that we have quantified the extent of the dissimilarity in

the collective motions between each dynamical segment, we
examine whether these segments share conformations that
show similarity in their internal energy distributions. Within
each dynamical segment identified by DTA (Figure 6), we
measured the mean internal energy and standard deviations
and summarize the same in Table 5. DTA-defined dynamical
segments are better separated in terms of average energy with
relatively smaller standard deviations in overall energy. To
better illustrate how DTA performs with respect to identifying
isoenergetic substates, we plot the internal energy as shown in
Figure 7. Note that the transitions (i.e., the peaks in Figure 6)
correspond well with changes in the internal energy. Further,
the transition between CS3 and CS4 shows a significant change
in the internal energy values, which is not true of the transitions
between the segments identified using RMSD or PCA (the
segments identified by RMSD and PCA are labeled as S1-S3 in
Figure 7). Thus, in our experiments, DTA segmented the
trajectory into conformational substates that exhibit more
energetic homogeneity than those identified via RMSD or
PCA. Moreover, the DTA substates exhibit significant differ-
ences in terms of their collective motions.

Figure 6. Tracking dynamical deviations (η) indicates the presence of four conformational substates. The η profile indicates the presence of sharp peaks
along the simulation. The red line shows the second standard deviation intervals for η. (A) Peaks with significant changes in η indicate substantial
changes in collective conformational dynamics, indicating that the protein has jumped into a new substate. In between transitions, there are phases where
the collective behavior shows significant changes. This may be indicative of transition states involved in altering the collective behavior of the protein. (B) Each
substate is formed by additional substates leading to the hierarchical organization of the landscape. (C) Comparison of the eigenspectrum from each of the
dynamical segments. (D-F) Structural changes along the trajectory are summarized, highlighting the significant structural changes involved in the protein.

Figure 5. Projections from the top two eigenvectors determined from
distance space PCA reveal three conformational substates closely
following the RMSD based segmentation. Shown here are the projec-
tions of the top two eigenvectors determined from distance space PCA.
Each conformation from the simulation (a total of 15 000 conforma-
tions) is colored with the individual RMSD values determined with
respect to a single reference structure. Note that the segments marked
(S1, S2, and S3) correspond to the segments identified from Figure 3.
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The distinct substates identified by DTA are related to
ubiquitin's function. We considered the structural changes along
each of the segments (CS1-CS4). Between CS1 and CS2, the
dominant conformational change involved is the rearrangement
of the binding loop β1-β2 and a slight conformational change
involving both R1 and R2 regions of the protein. The rest of the
protein in this substate does not show any significant conforma-
tional change. In the transition between CS2 and CS3, one can
observe the significant structural changes involved in β1-β2 as
well as changes in the orientation of the β5 strand and β2-R1

loop regions of ubiquitin. In the transition between CS3 and CS4,
the largest structural change involves the bending of the C-term-
inal end of R1 as well as significant rearrangements in β1-β2 and
β3-β4. These conformational changes have a direct implication
in binding. As described in previous experimental44 and compu-
tational studies,43 the conformational changes in each of the
conformational substates is unique and related to themovements
of β1-β2 and β3-β4 loops, both of which form important
interactions with ubiquitin's natural substrates. These changes
occur throughout the simulation. However, there is only one
segment where significant changes occur inR1, implying that this
motionmay bemuch slower than the fluctuations associated with
β1-β2 and β3-β4.
The fact that DTA tracks the temporal evolution of the

covariance matrices (eq 4) produces qualitatively different seg-
ments than those identified via RMSD and PCA. In particular,
DTA segments the trajectory based on changes in collective
fluctuations, whereas PCA and RMSD segment according to large
structural changes. Tables 2 and 4 support this distinction by
showing that the average overlap between the various segments is
low. We conclude that the inclusion of the temporal dimension
provides additional information that is not accessible to PCA- and

RMSD based methods. Further, as we will show in the next
subsection, DTA can be used to examine the landscape on
multiple timescales by varying the timescale parameter (w).
Effect of Increasing Time Scales on Identifying Conforma-

tional Substates. Note that in our analysis so far, we set the
timescale parameter tow = 10 snapshots (0.1 ns). In this section, we
demonstrate how DTA can be used to detect conformational
transitions on longer timescales. We note that the timescale
parameter is set by the user and that it is possible, in principle, to
perform DTA on multiple timescales simultaneously (e.g., using
multiple processors). For the remainder of this section, superscripts
will be used to identify the timescale associated with each substate
according to the timescale. For example, CS2

1 denotes the second
conformational substate on a 1.0 ns timescale. This will facilitate the
comparison between substates on different timescales.
We also considered time windows of w = 100 (1.0 ns) and w =

500 (5.0 ns). The use of three different time windows (w = 10, w
= 100, and w = 500) allows us to resolve the landscape on
different timescales. The analysis on the 1 ns timescale has three
dynamical segments (CS1

1-CS3
1). These segments are diverse, as

evidenced by the eigenspectrum (Figure 8) and the low overlaps
between the subspaces (Table 6). The analysis on the 5 ns
timescale has two major dynamical segments (CS1

5-CS2
5; see

Figure 9B). Pairwise comparisons of the η values across time-
scales are shown in Figure 9. Notice that the locations of peaks in
the η values occasionally coincide (see shaded rectangles), but
there are peaks that occur on only one timescale (see black
arrows).
Spatially, the changes in the collective fluctuations in CS1

1-CS3
1

tend to be localized nearβ1-β2.On the 1 ns timescale, however, the
collective fluctuations in CS1

1-CS3
1 are concentrated in the β1-β2

turn, R1, and the β2-R1 loop. On the 5 ns timescale, the collective
fluctuations in CS1

5-CS2
5 involve R1

We also examined the changes in collective motions by
comparing the covariance matrices (see Figure 10). Here, the
covariances on the three timescales were normalized to have unit
variance. Note that between 0.1 and 1.0 ns timescales, the
differences in the covariance matrices are more global (left panel

Table 4. Summary ofOverlaps in Subspaces Spanned byDTA
at w = 10 (t = 0.1 ns)a

no. CS2
0.1 CS3

0.1 CS4
0.1 all

CS1
0.1 0.64 0.50 0.65 0.63

CS2
0.1 0.54 0.58 0.60

CS3
0.1 0.55 0.63

CS4
0.1 0.87

a Each column compares the subspace overlap between the the segments
identified (CS1, CS2, CS3 ,and CS4). Normalized overlaps (eq 9) are
computed as outlined in the Methods section. The final column
represents the entire 150 ns trajectory. A comparison of the inner
products determined via PCA for each of the segments is shown in
Figure S2 in the Supporting Information.

Table 5. Summary of CSs Determined by DTAa

no. scaled energy time duration (ns)

CS1
0.1 -0.082 ( 1.06 12.8þ 0.1

CS2
0.1 -0.254( 0.98 15.1þ 0.9

CS3
0.1 -0.436( 0.99 22.0þ 4.5

CS4
0.1 0.072( 0.94 94.6

total 150.0
a Each column shows the macroscopic geometric and energetic proper-
ties of segments. Scaled energy is computed as outlined in the Methods
section.45,46 The time durations represent the length of the respective
segments, followed by the interval of time indicated by gray shaded
regions highlighted in Figure 6.

Figure 7. Tracking changes in total internal energy of the protein
reveals conformational substates. The total internal energy of the protein
computed from Desmond is shown by tracking windows of size t = 10.
The segments (S1-S3) identified from Figure 3 are shown in blue.
Observe that although there is some correspondence with the overall
trends in RMSD values (Figure 3), the overall correlation between
RMSD and energy values is quite low (0.26). The substates partitioned
via DTA (Figure 6) are shown in black below. Note that the DTA-based
segmentation captures the transition between CS3 and CS4, whereas the
RMSD-based segmentation does not.
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in Figure 10A), spanning multiple regions of the protein. A
similar observation can also bemade for the comparison between
0.1 and 5.0 ns timescales (middle panel of Figure 10A). These
changes are concentrated along the functionally relevant regions

of the protein. In particular, changes in collective fluctuations on
1.0 ns timescales are reduced along β1-β2 with respect toR1 and
β4-R2 regions (Figure 10B). However, collective changes are
enhanced across several regions in the protein including β2-R1,
β3-β4, and R2-β5, indicating that, on longer timescales, these
correlations become more pronounced (Figure 10C). Note that
between 0.1 and 5.0 ns timescales, only the correlations become
more pronounced—the regions identified to be flexible within
ubiquitin are still the same. This emphasizes the inherent flex-
ibility in ubiquitin that is present even on smaller timescales,
which is observed on longer timescales, albeit with higher am-
plitudes. It is also clear from the two plots that one can identify
individual residues that undergo changes in their distance fluc-
tuations with respect to the rest of the protein. In this case, we
observe Gln40 and Asp22 to undergo changes in their motions.
A comparison of the covariance matrices at 1.0 and 5.0 ns does

not yield significant changes. As seen from the right-hand panel
of Figure 10A, the color bar shows relatively smaller localized
changes in the covariances. This is to be expected since the
timescales are roughly on the same order. However, we do
observe several localized changes in the protein's motions,
notably along the flexible β1-β2 region of the protein. This
region tends to undergo fast fluctuations (O(ps)) and, hence, is
clearly visible in the difference plots. A second localized fluctua-
tion occurs in the R1-β3 region; however, it is of much smaller
amplitude. Thus, depending on the timescale at which distance
fluctuations are monitored, DTA can provide a succinct and
unique resolution of the conformational landscape.

’DISCUSSION

DTA Overcomes Limitations of Readily Available Obser-
vables from MD Simulations. Popular measures for monitor-
ing MD simulations include RMSD, radius of gyration, kinetic/
potential/total energy, velocity, pressure, and temperature.
These observables have been traditionally used to monitor the
“health” of the simulation and identify events that affect its
quality. While these observables are certainly valuable, they do
not (and cannot) track how concerted changes to a group of
atoms or residues within a protein affect its dynamical behavior as
the simulations are progressing. Tracking concerted, collective
changes in the dynamical behavior of a protein needs a suitable
measure that is sensitive enough not only to capture large

Figure 8. CSs on longer timescales reveal unique dynamical fluctua-
tions in ubiquitin. The plot shows the η as a function of the time window
(w = 100; 1.0 ns). On longer timescales, we observe larger η and only
three segments (CS1

1-CS3
1). Within each segment, we observe smaller

spikes, indicating the presence of smaller substates. Gray shaded regions
indicate segments where large changes are observed in η, indicating
dynamical transition points. The inset shows the comparison of the
eigenspectrum determined from the segments here. A comparison of the
subspaces is shown in Table 6.

Figure 9. Comparing η on different timescales reveals differences in the resolution of the conformational landscape of ubiquitin. Panel A compares the
landscape on timescales of 0.1 and 1.0 ns. Panel B compares the landscape at 1.0 and 5.0 ns resolutions. Note that there are two axes used here. The plots
show whether there are overlaps in η on different timescales. Shaded rectangles are used to highlight regions that show close correspondence to changes
in collective behavior on both timescales being compared. Black arrows show the time points that are present on the faster timescale but not on the longer
timescale.

Table 6. Summary ofOverlaps in Subspaces Spanned byDTA
at w = 100; (t = 1.0 ns)a

no. CS2
1.0 CS3

1.0 all

CS1
1.0 0.64 0.52 0.76

CS2
1.0 0.65 0.85

CS3
1.0 0.62

a Each column compares the subspace overlap between the the segments
identified (CS1

1.0ns, CS2
1.0nsn and CS3

1.0ns). Normalized overlaps (eq 9)
are computed as outlined in the Methods section. The final column
represents the entire 150 ns trajectory.
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conformational changes but also to characterize subtle, yet
functionally relevant changes. In this paper, we have used one
such measure, namely, dynamical deviations, η (eq 1), to
organize the conformational landscape in terms of substates that
share similar collective behaviors and energies.
Recently, a technique called TimeScapes based on coarse-

graining MD trajectories using side-chain contacts was imple-
mented to track time-dependent conformational changes in
protein simulations.47 TimeScapes is able to model conforma-
tional shifts along the simulation representing secondary and
tertiary structures corresponding to functionally important tran-
sitions. Furthermore, it was also able to identify basins and
transitions based on an activity measure. The approach is similar
in terms of analyzing simulations online. However, unlike DTA,
TimeScapes does not allow for tracking collective behavioral
changes over simulations. Our approach is complementary and
allows one to track any feature (see below) from a MD simula-
tion for changes in collective behavior. In previous work,48 we
have also demonstrated the ability of DTA to quantify changes in
contact maps during MD simulations.
It must be noted that while DTA overcomes the limitations

posed by simple observable measures from MD simulations, it is
dependent on the representation used in describing collective
behavior. For our representation,we have usedCR-distancematrices
as a means to monitor changes in collective motions. It is entirely
possible to use other distance/geometricmeasures such as hydrogen
bond/hydrophobic interactions,49 dihedral/torsion angles,50 and
energy measures such as electrostatics/van der Waals/potential/
kinetic energy45,46 to track collective changes in these measures. It is
of interest to see how well changes in geometric measures are
correlated with changes in energy measures and will be pur-
sued in a future study using a fairly straightforward extension
of DTA.51

The energetic description obtained via DTA, especially from
the dynamical segments, is much better than the RMSD based
segmentation of the landscape. Although one should not expect
to find energetically homogeneous substates directly from DTA,
it is at least encouraging to note that the there is some energetic
similarities within a dynamical segment. Thus, DTA represents a
step in the right direction toward understanding the complex
spatiotemporal dependencies that might exist within the con-
formational and energetic landscape.
Spatiotemporal Insights into Conformational Landscape.

A valuable utility of DTA inmonitoring collective behavior is that
it can capture both spatial and temporal changes in collective
behavior over the course of a MD simulation. This has some
bearing on our understanding of the complex conformational
landscape. The conformational landscape that is sampled by the
MD simulation can be divided into phases: a stable phase in
which the η does not change very much and a dynamic phase in
which the η shows significant changes in its behavior. The stable
phases are indicated by relatively small changes in η, whereas the
dynamic phases involve large changes in η. The dynamic phase
where η shows an increase involves significant rearrangements in
the overall conformation before stabilizing with minor confor-
mational changes, dominated by localized motions in side chains
and corresponding changes in CR positions.
In our simulations of ubiquitin, we observed that at a temporal

resolution of 0.1 ns, there are numerous changes that occur rather
suddenly over the 150 ns. Though these changes involve the
functionally relevant binding regions (β1-β2, β3-β4, and
C-terminal tip of R1), in these small time windows, we do not
observe any significant correlations between the functionally
important regions in ubiquitin. However, on longer timescales
(1.0 and 5.0 ns respectively), we find there is a small correlation
between β1-β2 and β3-β4 (Figure 10A; observe the correlation

Figure 10. Comparison of covariance of distance fluctuations on longer timescales, indicating change along functionally relevant regions in ubiquitin.
(A) The difference in the covariance determined at three different temporal resolutions, namely, w = 10 (0.1 ns), w = 100 (1.0 ns), and w = 500 (5.0 ns).
Although the covariance on each timescale implicates similar flexible regions in ubiquitin (see the Supporting Information), the differences reveal subtle
yet important dynamical changes. The regions showing significant differences are highlighted using a rounded rectangle in each plot. Notice that there
are regions of both increased and decreased covariance. (B) Regions that show a significant decrease in covariances on longer timescales. (C) Regions
that show a significant increase in covariances. The regions highlighted are important for ubiquitin's binding motions (see the Results section for more
details). Also note that, between the 1.0 and 5.0 ns timescales, the differences in the covariance matrices are highly localized—indicating that the overall
resolution of the landscape has not changed very much.
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between residues 7 and 9 with 46 and 48). The emergence of
such correlations can have some consequence in interpreting
functional relevance of these motions in binding. Both β1-β2
and β3-β4 may need to be precisely positioned in order to form
the interactions needed to bind its substrate. While it remains to
be seen if such coordinated motions are a prerequisite for
interface formation,52 we note that the correlations between
the binding regions occur only along specific time points in our
simulations. Such coordinated motions may also play a role in
protein folding pathways where secondary structures might need
to interact before sampling native state configurations.53 The
ability of DTA to pick up such correlated changes along folding
pathways will be studied in the future.
Further, a comparison of DTA with offline PCA reveals the

additional insights obtained by using online techniques. The
fluctuations (large-scale motions) described by DTA and PCA
are quite similar. However, they do differ in terms of the corre-
lated motions that are depicted. On the basis of the time
resolution used in DTA, these correlations between different
parts of the protein can change. PCA-based techniques operate
on time-averaged covariance matrices and, hence, cannot detect
subtle changes thatmay occur over the course of a simulation. DTA,
however, includes correlations that arise on different timescales.
This provides a unique viewpoint for interpreting the conforma-
tional landscape: changes in the correlations between spatially
separated parts of the protein on different timescales may provide
insights into how these distal couplings arise.

’CONCLUSIONS

In this paper, we have demonstrated the utility of dynamic
tensor analysis (DTA) to identify and characterize dynamical
segments along a MD trajectory that share similar geometric and
energetic properties. That these dynamical segments may form a
starting point to identify conformational substates has several
interesting pointers for future studies. For one, the application of
DTA to the study of protein folding pathways to distinguish
successful (folded) versus unsuccessful (unfolded) states is already
underway. It is also useful to investigate if one can correlate multiple
tensor streams including geometric and energetic properties across
simulations, which we plan to pursue using an existing approach.51

We hope that the availability of such tools can be valuable in
processing extant data sets, such as those in Dynameomics,54 and
those that will be produced by Anton.13

The ability to identify and relate protein motions at different
temporal scales opens up opportunities for characterizing protein
landscape in the spirit of previous work by Frauenfelder and co-
workers.55 Further, it will also provide an integrating platform for
combining studies that simultaneously includes both spatial and
temporal aspects of the complex conformational landscape,
which is indeed thought to be a requirement to fully characterize
a protein's conformational landscape. Furthermore, in the con-
text of complex biological functions such as enzyme catalysis,56 it
is believed that such a holistic description of the landscape can be
valuable.
Implementation and Availability. DTA is implemented in

both Python57 andMatlab.58 TheMatlab code is available on request
from the authors. The DTA implementation in Python is part of a
package called pyTensor49 and is hosted at http://code.google.com/
p/pytensor/.The source code andpackage are available for download
for free. The package has been implemented such that it can be
easily adapted to read a variety of inputs generated from MD
simulations. Processing outputs from MD simulations using

custom-written python scripts are also available upon request.
Currently, our custom-written scripts can read distance and
energy values from MD simulations (written for a variety of
packages including AMBER and Desmond). The DTA package
additionally implements a subset of the tensor toolbox,59,60

which can be used for further development. The Python version
of the code can be integrated into any number of available
packages including HiMach61 and Biskit.62

’ASSOCIATED CONTENT

bS Supporting Information. Six additional figures and their
descriptions are available. This material is available free of charge
via the Internet at http://pubs.acs.org.
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ABSTRACT: A largely unsolved problem in computational biochemistry is the accurate prediction of binding affinities of small
ligands to protein receptors. We present a detailed analysis of the systematic and random errors present in computational methods
through the use of error probability density functions, specifically for computed interaction energies between chemical fragments
comprising a protein-ligand complex. AnHIV-II protease crystal structure with a bound ligand (indinavir) was chosen as a model
protein-ligand complex. The complex was decomposed into 21 interacting fragment pairs, which were studied using a number of
computational methods. The chemically accurate complete basis set coupled cluster theory (CCSD(T)/CBS) interaction energies
were used as reference values to generate our error estimates. In our analysis, we observed significant systematic and random errors
in most methods, which was surprising, especially for parametrized classical and semiempirical quantum mechanical calculations.
After propagating these fragment-based error estimates over the entire protein-ligand complex, our total error estimates for many
methods are large compared to the experimentally determined free energy of binding. Thus, we conclude that statistical error
analysis is a necessary addition to any scoring function attempting to produce reliable binding affinity predictions.

’ INTRODUCTION

One of the most challenging problems in computational
biochemistry is the accurate prediction of the binding affinity of
a small ligand to a protein receptor.1,2 This problem is challenging
because of the role active site water plays in the binding process,3

the large number of conformational states of the protein and
ligand,4 tautomeric states of the ligand,5 and the computation of
accurate interaction energies for each of the hydrogen bonding and
nonpolar contacts at the protein-ligand interface.6 In order to
compute an accurate binding free energy, each of these factors
needs to be reliably modeled to chemical accuracy ((1 kcal/mol
relative to an experimental measurement) or beyond.6 Reaching
acceptable levels of accuracy in the computational modeling of
large biomolecular systems is indeed a challenging effort. Dill has
even proposed that a protein with 100 amino acid residues should
have each onemodeled to within 0.1 kcal/mol accuracy to yield an
acceptable level of error for the entire protein.7

Over the years, many different types of scoring functions have
been developed and used to model protein-ligand interactions,
ranging from empirical scores to physics-based functions, with some
even incorporating quantum mechanical calculations.8-11 The
most popular docking and scoring algorithms have been exten-
sively reviewed, and their success rates are variable across different
score functions and different protein-ligand systems.2,12-16

Because of this inconsistency, the notion of consensus scoring,
in which several different docking/scoring programs are used
to collectively rank ligands by binding affinity, emerged.17,18

Consensus scoring generally yields better ordering of ligands by

binding affinity, largely due to the cancellation of errors from
each individual scoring function.19 Free-energy perturbation
methods (FEP), which are often used to predict differences in
binding affinity between two similar ligands, also have been
successful largely due to the cancellation of errors.20-23

The evaluation of error in docking and scoring studies, and
indeed, in computational biology in general, has been rather
limited. Nonetheless, error analysis can be used to clarify the
ability of a method to reach a defined outcome (e.g., the com-
putation of relative free energies of binding). For example, simple
statistical error analysis can provide insight into how computed
binding affinity errors are diminished in consensus scoring and
how relative free energies obtained from free-energy perturba-
tion calculations have reduced uncertainties.More importantly, it
can form a hypothesis by which improvements in the desired
outcome can be realized.

Errors involved in any kind of calculation or measurement can
be categorized as being systematic or random. Systematic errors
are predictable in both sign and magnitude, while random errors
are unpredictable in both sign and magnitude. It is important to
note that the propagation of these types of errors differs in
an important way—systematic errors accumulate as a simple
sum (eq 1), while random errors propagate as the square root of
the sum of squares24 (eq 2). The systematic error sum over
individual sources of error is simple to correct for, since it

Received: September 29, 2010
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represents a predictable shift in the measured (or calculated)
value from the true value. Furthermore, systematic errors largely
vanish (due to error cancellation) when differences in measure-
ments are calculated. On the other hand, the random error of eq 2
represents a maximum accumulation of individual random error
sources. Large random error is a consequence of using a very
imprecise method of measurement.

ErrorSystematic ¼ Err1 þ Err2 þ Err3 þ ::: ð1Þ
ErrorRandom ¼ ½ðErr1Þ2 þ ðErr2Þ2 þ ðErr3Þ2 þ :::�1=2 ð2Þ
Another important tool in statistical error analysis is the

construction of probability density functions (pdf’s). A series
of repeated measurements can be used to construct a pdf for a
given type of measurement, with which one is able to infer
characteristics such as the mean, standard deviation, variance,
skewness, and other properties. For example, the widely applic-
able Gaussian distribution (eq 3) can be used to make inferences
about both systematic and random errors. The mean error (μ) in
a set of measurements represents a systematic shift in the pdf, while
the variance about the mean error (σ2) determines the “width” of
the distribution due to the accumulation of random errors.

PðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2πσ2

p e-ðx - μÞ2=2σ2 ð3Þ

With these ideas in mind, the success of consensus scoring can
readily be rationalized in the terminology of error analysis. As
more scoring functions are included in the consensus score, the
predicted value of the binding affinity for a given ligand
approaches the mean value across all scoring function predic-
tions. As we approach the mean binding affinity, random error
from individual scoring functions is minimized, systematic errors
largely cancel, and ranking ligands by binding affinity is much
more successful. When free energy perturbation methods are
used to calculate relative free energies of binding, usually only
one functional group interaction is modified between the ligands
being compared. This essentially reduces the dimensionality of
the error sources to one, which decreases random error. Since
these methods only calculate differences in energies, the random
error in the final answer is usually very small, and systematic
errors mostly cancel.

An application of simple error analysis to the calculation of
interaction energies of protein-ligand systems has been outlined
in a Gedanken experiment by Merz.6 It involves decomposing a
protein-ligand complex into independent, chemically mean-
ingful fragment pairs. For example, a ligand may have a hydroxyl
moiety hydrogen bound to the backbone carbonyl of a residue in
the binding pocket of the receptor, while also containing a
hydrophobic carbon chain several angstroms away exhibiting
favorable van der Waals interactions with a phenylalanine side
chain.25 These are clearly distinguishable interacting fragments
both contributing to the total binding affinity of the whole ligand.
However, it is well-known that functional groups are not
completely independent entities with respect to total free energy
of binding. The concept of cooperativity (also termed additivity/
nonadditivity) has been described and examined in several
protein-ligand systems.7,26 The free energy changes of indivi-
dual interacting fragments cannot simply be summed to produce
a global free energy of binding for a protein-ligand complex.
However, evidence from statistical mechanics26 and isothermal
titration calorimetry experiments27 suggests that enthalpy
changes are additive across several interactions in a protein-
ligand complex. Even so, in some cases, strong secondary
electrostatic interactions can arise in systems with multiple
proximally close polar groups (DNA base pairs,28 for example)
and can introduce nonadditivity in the computation of enthalpy
of interaction.

As discussed in Merz’s Gedanken experiment and elsewhere,
through the use of the thermodynamic cycle outlined in Figure 1,
the free energy change of a ligand upon binding to a protein
receptor can be obtained. The final expression (eq 4) contains an
electronic interaction energy term, an enthalpy correction term,
an entropy term, and a change in the solvation free energy term.

ΔGs
b ¼ ΔEþΔHcorr - TΔSþΔΔGSolv ð4Þ

ΔE ¼ EPS - EP - ES ð5Þ
ΔH ¼ HPS -HP -HS ð6Þ

TΔS ¼ TΔSPS - TΔSP - TΔSS ð7Þ
ΔΔGSolv ¼ ΔGPS

Solv -ΔGP
Solv -ΔGS

Solv ð8Þ

Figure 1. Thermodynamic cycle used to estimate the free energy of binding of a drug molecule to a protein receptor. PS = protein-substrate complex,
P = protein, and S = substrate.
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The present work concentrates only on errors from the
electronic interaction energy, ΔE. In doing so, we assume that
the errors from ΔHcorr, ΔS, and ΔΔGSolv are zero (which is
certainly not the case, but serves as a computational expediency).
We refer to such an error estimate as the best-case scenario error,
BCSerror, because it ignores the error from these three remaining
terms of eq 4. For the sake of simplicity, we assume here as a first
approximation that errors in the calculated interaction energies
are purely random (even for variational quantum-based methods
since the variational principle does not apply to differences
between ground state energies). The random errors in the
calculation of interaction energies of chemical fragments 1, 2,
and 3, etc. now propagate as

BCSerror ¼ ½ðΔE1calc -ΔE1ref Þ2 þ ðΔE2calc -ΔE2ref Þ2

þ ðΔE3calc -ΔE3ref Þ2 þ :::�1=2 ð9Þ
By neglecting the random error from the enthalpy, entropy,

and solvation energies, the overall propagated error (eq 9) is a
lower bound to the free energy error estimate and therefore can
be thought of as the best-case scenario estimate. In addition to
calculating the BCSerror, we also decompose errors from com-
putational methods into systematic and random portions by
using Gaussian error probability density functions. By using
error probability density functions, we show that it is possible
to remove the estimated systematic error for each interaction
and thereby decrease the estimation of the remaining random
error.

It is well-known that enthalpy and entropy tend to act against
one another in free energy calculations in a phenomenon called
enthalpy-entropy compensation. These two terms often have
opposite signs and similar magnitudes and thus largely cancel
each other in eq 4. In terms of error estimation, however, the
magnitudes of random errors in each term are not known. We
can only estimate their probable range on the basis of studies
such as the current one. When calculating overall random error
bars in the free energy, estimated errors from the individual terms
must be propagated according to eq 2, which only increases with
the addition of terms. In addition, while it is true that the errors
in any of the three remaining terms of eq 4 could cancel favorably
with a portion of the predicted error inΔE, by exploiting this, we
would be calculating the (sometimes) correct ΔGbind for
clearly the wrong reasons. The goal of molecular docking is
to routinely predict binding free energies both accurately and
precisely, so the error should be diminished in each of the
terms of eq 4. As a side note, any calculation of the entropy
term depends on the potential energy surface of the system
and thus depends on enthalpy measurements. Because of this,
errors in enthalpy estimations can lead to distorted potential
energy surfaces and have unpredictable effects on the entropy
term.

Clearly, experimental interaction energies/enthalpies would
be desirable to use as a reference for these error functions, but in
most cases this will not be possible. As a substitute, we use
converged quantummechanical methods such as CCSD(T) with
complete basis set extrapolations (CBS) to provide the reference
energy we need to make meaningful error estimates.29,30 Such
methods have been known to routinely achieve what is termed
“chemical accuracy” or the ability to compute energies to within
(1 kcal/mol of experimental observations.31

Prior to presenting the results, it is worth hypothesizing what
the expected error types would be for computed interaction
energies of hydrogen bonded and nonpolar complexes at differ-
ent levels of theory. Highly parametric methods like semiempi-
rical or force fieldmethods would be expected, on the face of it, to
have very significant random errors rather than systematic errors.
On the other hand, quantum chemical methods like Hartree-
Fock (HF) or density functional theory (DFT), which do not
correct for dispersion, would be expected to have very large
systematic errors and relatively smaller random errors. One
might suppose that more sophisticated correlated methods such
as second-order perturbation theory (MP2) would have smaller
systematic errors than HF or DFT; however, MP2 is known to
exhibit significant overbinding of dispersion-bound complexes
(especially with larger basis sets), and hence MP2 may also
exhibit significant systematic errors. Because MP2 performs
better for hydrogen-bonding interactions than for dispersion-
bound interactions, these errors may also appear to have a
significant random component. Interestingly, our analysis shows
that systematic errors are a significant component in all cases,
which arises because all methods examined tend to give too weak
interaction energies with respect to our reference level of theory.
If the computed interaction energy errors were better centered at
the zero error point, then error cancellation would possibly be
beneficial in the computation of the total interaction energy, but
this was found to not be the case for themodel systems examined.
The good news is that the systematic error can be estimated and
corrected for while reducing the remaining random error, and
this then becomes the main challenge in improving the predic-
tion of interaction energies.

In order to demonstrate our error hypothesis on a real system,
we have chosen to examine the HIV-II/indinavir crystal
structure32 in detail (PDBID: 1HSG, see Figure 2). This system
was chosen because of its large number and diversity of chemical
contacts. In addition, the experimentally observed binding free
energy has been reported33,34 to be-12.8 kcal/mol, indicating an
overall strong level of interaction between the protein and
indinavir. We have decomposed the protein-ligand complex into
21 distinct, chemically important fragment-based interactions
(Figure 3). Each pair of interacting fragments was evaluated in
terms of gas-phase electronic interaction energy with a number of
different computational methods including force field methods,

Figure 2. Crystal structure of HIV-II protease bound to indinavir
(PDB ID: 1HSG). The inner window displays an example of the
fragment systems studied, which includes a glycine residue interacting
with a pyridine ring in the ligand.
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semiempirical quantum mechanical methods, density functional
methods, and ab initio wave function methods. By comparing the
calculated interaction energy of each fragment pair for a given
method to a reference, one can calculate the BCSerror and generate
pdf’s to describe the error for the full protein-ligand interaction.

’METHODS

The HIV II-protease/indinavir complex structure was ob-
tained from the protein databank (PDBID: 1HSG).32 Hydrogen
atoms were added to the structure with the program Reduce,35

followed by optimization of their positions with the AMBER
FF99SB force field.36 Close contacts (less than 3 Å) in the
resulting structure were highlighted in the visualization program

Chimera,37 whichwere thenmanually examined. Inmany cases, one
member of an interacting fragment pairwould be adjacent to a polariz-
ing group such as the peptide bond along the protein backbone.
These polarizing groups, although not directly interacting with
the other fragment partner, were included in the fragment
structures to model the polarization effect on the fragments.
Any time an aromatic fragment was involved, the entire aromatic
ring was included.

After manually determining all of the chemically important
fragment pairs, the fragments were generated by cutting the
covalent bonds joining them to the remainder of the molecule
and replacing the bonds with linker hydrogen atoms. The
hydrogen bond distances were set to 1.1 Å for carbon-hydrogen
bonds and 1.0 Å for nitrogen-hydrogen bonds. The resulting 21
interacting fragment pair structures are displayed in Figure 3, and
their interaction energies can be found in the Supporting
Information, available free of charge via the Internet at http://
pubs.acs.org, or for an interactive version visit http://crunch.qtp.
ufl.edu/∼faver/error/1hsg .

The gas-phase electronic interaction energies of the 21 inde-
pendent chemically meaningful fragment complexes (Figure 3)
were calculated using the following computational methods: the
generalized AMBER force field (GAFF);38 AMOEBA;39 MMFF;40

AM1;41 AM1-FS1;42 PM3;43 PM6;44 PM6-DH2;45 PDDG;46

Hartree-Fock (HF); second-order Møller-Plesset perturba-
tion theory (MP2); the M06-L density functional;47 B97-D;48

and coupled-cluster29 with single, double, and perturbative triple
excitations (CCSD(T)). Basis sets for the quantum mechanical
methods ranged from the 6-31G* Pople-type basis set49 to the
aug-cc-pVXZ (X = D, T, and Q—hereafter referred to as aXZ)
Dunning type basis sets.50 In addition, extrapolation to the
complete basis set (CBS) limit was also used.30 The CCSD(T)
calculations were evaluated using the “heavy augmented” haDZ
and haTZ basis sets, which place diffuse functions only on
heavy (non-hydrogen) atoms.51,52 In our error analysis, the
CCSD(T)/CBS energies were used as our reference, which
were evaluated as

ΔECCSDðTÞ=CBS ¼ ΔCCSDðTÞ þΔEMP2=CBS½aTZ-aQZ� ð10Þ
ΔCCSDðTÞ ¼ ΔECCSDðTÞ=CBS½haDZ-haTZ�

-ΔEMP2=CBS½haDZ-haTZ� ð11Þ
where the notation CBS[aTZ-aQZ] represents the complete
basis set extrapolation from energies calculated with the aTZ
and aQZ basis sets. In each quantum-based method, basis set
superposition error (BSSE) was accounted for using the
counterpoise correction. The Hartree-Fock and MP2 interac-
tion energies were calculated with the Gaussian 03 program.53

The M06-L and PM6 interaction energies were calculated with
Gaussian 09.54 AM1, PM3, and PDDG interaction energies
were evaluated with the DivCon program.55 The GAFF en-
ergies were calculated using the AMBER 10 suite.56 Most of the
CCSD(T) computations were performed using MOLPRO.57

The larger CCSD(T) computations were performed using
NWChem58 on the Jaguar supercomputer at Oak Ridge Na-
tional Laboratory. MMFF calculations were performed with the
Schr€odinger suite.59

’RESULTS AND DISCUSSION

Our analysis of various error scoring functions for the set of
computational methods across all fragment pairs is shown in

Figure 3. The 21 chemical fragment pairs comprising the 1HSG
protein/ligand complex used in this study.
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Table 1. The second column of Table 1, the BCS random error
bar, is the evaluation of eq 9 and gives a measure of error
assuming that all errors in the electronic interaction energies are
purely random. If this were true, it would suggest that, for
example, PM3 total interaction energies for ligand binding can
be off by as much as 14.7 kcal/mol, and we would be left with no
reliable statistical way to narrow this error window. This would of
course be unacceptable because this error bar is actually larger in
magnitude than the experimental binding affinity itself (-12.8
kcal/mol). The random error bar for GAFF is about half as large
in magnitude but still represents a large portion of the experi-
mental binding affinity. When quantum effects are accounted for,
e.g., MP2/CBS, we are able to narrow the range of accumulated
random errors down to∼1 kcal/mol if we use the complete basis
set extrapolations.

Upon examination of the mean errors over the 21 fragment
systems (see column 3 of Table 1), it is apparent that there is a
significant systematic error component in the majority of the
methods studied. Further evidence is shown in Figure 4, which

plots the interaction energy deviations from the CCSD(T)/CBS
reference for each fragment pair for a subset of the methods
examined. Interestingly, most of the calculated interaction en-
ergies are less strongly binding than those calculated with the
CCSD(T)/CBS reference, indicating far less random error
character in the computed interaction energy errors. Systematic
errors can be distinguished from the random sources of error by
choosing an appropriate probability distribution function to
describe the measurement data. If we choose the Gaussian
distribution as defined by eq 3, we need to calculate two
parameters, the mean error μ and the variance σ2. The values
for each computational method are shown in columns three and
four of Table 1.

If we choose to model our calculations (measurements) with
the Gaussian pdf, the calculated value of μ represents a shift of the
distribution (systematic error), and σ2 represents a measure of
the width of the distribution (random error). For example, GAFF
interaction energies have an average deviation from our reference
of 0.94 kcal/mol, which shifts the Gaussian distribution by this

Table 1. Error Analysis of the Absolute Interaction Energies from Various Methodsa

method BCSerror ME (μ) Var (σ2) Nμ (Nσ2)1/2 RMSE max err

GAFF 7.41 0.94 1.66 19.74 5.90 1.62 4.35

AMOEBAb 2.58 0.36 0.24 7.56 2.24 0.75 2.23

MMFF 20.81 -0.61 20.25 -12.81 20.62 4.54 11.43

AM1 16.39 2.57 5.89 53.97 11.12 3.58 10.69

AM1-FS1 11.44 0.03 6.23 0.63 11.44 2.50 7.97

PM3 14.70 1.82 6.67 38.22 11.84 3.21 8.24

PDDG 20.46 1.69 16.29 35.49 18.50 4.47 14.8

PM6 10.94 1.56 3.13 32.76 8.11 2.39 6.99

PM6-DH2 4.89 -0.25 1.11 -5.25 4.83 1.07 2.94

B97-D/

TZVP 2.53 0.05 0.30 1.05 2.51 0.55 2.12

M06-L/

6-31G* 10.94 0.44 0.48 9.24 3.17 0.83 1.92

aTZ 3.25 0.62 0.11 13.02 1.52 0.71 1.16

HF/

6-31G* 15.22 3.18 0.87 66.78 4.27 3.32 4.91

aDZ 16.25 3.33 1.42 69.93 5.46 3.55 6.68

aTZ 16.22 3.32 1.42 69.72 5.46 3.54 6.77

aQZ 16.16 3.31 1.39 69.51 5.40 3.53 6.70

MP2/

6-31G* 7.45 1.58 0.13 33.18 1.65 1.63 2.35

aDZ 2.89 0.41 0.22 8.61 2.15 0.63 1.83

aTZ 1.35 0.09 0.08 1.89 1.30 0.30 0.77

aQZ 1.02 -0.02 0.05 -0.42 1.02 0.22 0.53

CBS[aDZ-aTZ] 1.07 -0.04 0.05 -0.84 1.02 0.23 0.57

CBS[aTZ-aQZ] 1.02 -0.05 0.04 -1.05 0.92 0.22 0.56

CCSD(T)/

haDZ 3.80 0.69 0.20 14.49 2.05 0.83 2.08

haTZ 1.28 0.23 0.03 4.83 0.74 0.28 0.74

CBS[haDZ-haTZ]c 0.28 0.03 0.00 0.63 0.00 0.06 0.14
aVarious scores (based on kcal/mol units) measuring the error of gas-phase electronic interaction energies of 21 independent chemical fragments
involved in the binding of indinavir to 1HSG using CCSD(T)/CBS calculations as a reference. The error scores are (from left to right): BCSerror (eq 9),
mean error, variance about the mean error, overall expected systematic error, overall expected random error, root mean square error, and maximum
error. bAMOEBA results were calculated for 12 of the 21 fragments, due to lack of parameters for atoms in the remaining nine systems. c haDZ-haTZ
extrapolation to the CCSD(T) complete basis set limit; this approximates our benchmark CCSD(T)/CBS values but lacks theMP2 estimate of basis set
effects beyond haTZ.
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amount. The variation about this mean error is 1.66 (kcal/mol)2,
which gives a measure of the width of the distribution and the
random error of measurement (see Figure 5). By using these
values, we can also obtain an estimate of the total systematic and
random error from all fragment interactions comprising the
protein/ligand complex by evaluating functions similar to eqs 1
and 2. However, now we are using the parameters of the
probability distribution function, μ and σ2, assuming for now
that they are representative of all of the chemical interactions.

ErrorSystematic ¼
X
i

μi ¼ Nμ ð12Þ

ErrorRandom ¼ ½
X
i

σ2
i �1=2 ¼

ffiffiffiffiffiffiffiffiffi
Nσ2

p
ð13Þ

Note that both eqs 12 and 13 depend on the number of
chemical interactions. This shows the size dependence of our error
estimates as discussed earlier by Merz.6 Errors in energy

calculations may be inconsequential when dealing with small
systems, but as more molecular contacts become involved, pro-
pagated error may have significant effects on energy calculations.

Using eqs 12 and 13, we find that the predicted systematic
error for the total interaction energy of the protein-ligand complex
with GAFF is 19.74 kcal/mol (column 5 of Table 1). The predicted
overall random error bar is 5.90 kcal/mol (column 6). These
values of random error are lower than the BCSerror values because
we have removed the systematic components of the overall errors
in each method. We can narrow this random error bar even
further by constructing pdf’s for different types of interactions—
e.g., nonpolar and polar interactions. In this way, the systematic
error for each type of chemical interaction could be removed
independently, while leaving less random error in the overall
interaction energies.

Keeping with the GAFF energies as an example, we calculated
the mean error and variance of the 15 nonpolar interactions to be
1.17 kcal/mol and 1.83 (kcal/mol)2 and the mean error and
variance of the six polar interactions to be 0.35 kcal/mol and 1.03
(kcal/mol)2. To compute the total systematic and random errors
due to all interactions, we use eqs 12 and 13, but with different
values of μ and σ2 depending on the interaction type. The overall
systematic error by differentiating between nonpolar and polar
interactions is predicted to be 19.65 kcal/mol, slightly less than
the mean error by averaging over all interactions. The overall
random error bar is now calculated to be 5.80 kcal/mol, less than
the value calculated previously using one value of variance for all
interactions. As more pdf’s for different classes of interactions are
used, and more data points are added to them, we expect that the
overall systematic error in interaction energies can be more
reliably removed and the random error bars can be minimized.

’CONCLUSION

Using benchmark-quality quantum mechanical CCSD(T)/
CBS results, we have been able to establish reference values for
21 fragment interaction energies present in the complex of
indinavir and HIV-II protease. Using these reference values,
we established the errors associated with the use of less sophis-
ticated computational techniques including force fields, semi-
empirical methods, and DFT calculations. We then estimated
random and systematic errors present in each computational
method by constructing error probability density functions. We
found that most computational methods predominantly gave
interaction energies that were less binding than the reference
energies yielding a significant systematic error component in
these cases. Semiempirical methods performed the poorest
overall, yielding large random and systematic errors. The GAFF
force field significantly outperformed the semiempirical meth-
ods. The HF calculations had large systematic errors due to the
lack of dispersion but had relatively small random errors. The
MO6-L functional performed impressively, even with the small
6-31G* basis set, giving remarkably small systematic and random
errors.

Our error analysis suggests one way in which any scoring
algorithm based on energy could be improved. Given a scoring
function, comparisons of interaction energies for many types of
interactions in different geometries with chemically accurate
quantum mechanical calculations could be used to derive error
probability density functions for several classes of interactions.
By constructing these pdf’s, the predicted systematic error
involved in each interaction present could be removed. The

Figure 4. The difference between example methods and the CCSD-
(T)/CBS reference method in interaction energy of each of the 21
fragment systems. Most methods generally underestimate the
interaction energy, which implies a portion of the errors is systema-
tic in nature.

Figure 5. Error distribution of GAFF interaction energies of the 21
fragment systems fit to a Gaussian probability density function. The
systematic error in the GAFF interaction energies (using CCSD(T)/
CBS as a reference) is predicted to be 0.94 kcal/mol per interaction, and
the variance (random error) about this shift is 1.66 (kcal/mol)2.



796 dx.doi.org/10.1021/ct100563b |J. Chem. Theory Comput. 2011, 7, 790–797

Journal of Chemical Theory and Computation ARTICLE

remaining random component of error could then be reported
with the energy scores to provide insight into their reliability. The
results presented herein offer only a start along this direction in
the sense that the number of interactions, their type, and their
geometry distribution are limited to the indinavir/HIV-II system
studied. In order to develop accurate pdf’s to correct a broad range
of interactions, onewould require the collection of a large number of
unique interacting fragments to serve as reference systems to
assemble the pdf’s for any given scoring function. Such a set of
interacting fragments could then provide a basis by which any
systematic errors in a physics-based score function could be
corrected for, assuming that additivity is largely dominant in the
computation of interaction energies. The additivity or nonaddi-
tivity of the interactions for a given protein-ligand complex is
poorly understood, and understanding this aspect of the problem
would be essential to effectively apply any systematic error
correction scheme.

’ASSOCIATED CONTENT

bS Supporting Information. The Supporting Information
contains the information available on our dedicated Web site for
the project at http://crunch.qtp.ufl.edu/∼faver/error/1hsg. The
packet contains an index of the fragment-based interactions,
followed by individual pages for each interaction containing (1) a
visual representation of the system, and (2) a table of calculated
interaction energies from various computational methods. It also
contains a table of error statistics over all interactions, and a table
of histograms and error probability density functions plotted for
each computational method studied. This information is avail-
able free of charge via the Internet at http://pubs.acs.org
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ABSTRACT: This is a systematic theoretical investigation on all the possible light emitters of firefly using a multireference method.
Six chemical forms of oxyluciferin (OxyLH2) molecules/anions were studied by a multistate complete active space second-order
perturbation (MS-CASPT2) method in vacuum and dimethyl sulfoxide. The calculated results and subsequent analysis excluded
enol-OxyLH2, keto-OxyLH2, and enolate-OxyLH- as possible light emitters. The remaining three candidates, phenolate-enol-
OxyLH-, phenolate-keto-OxyLH-, and OxyL2-, were further investigated in protein by a MS-CASPT2/molecular mechanics
(MM) study to explain the natural bioluminescence of firefly. By comparison of the MS-CASPT2/MM calculated results of
phenolate-enol-OxyLH-, phenolate-keto-OxyLH-, and OxyL2- with the experimental observation and detailed analysis, we
concluded that the direct decomposition excited-state product of firefly dioxetanone in vivo and the only light emitter of firefly in
natural bioluminescence is the first singlet excited state (S1) of phenolate-keto-OxyLH

-.

’ INTRODUCTION

The firefly bioluminescence has for decades been studied
experimentally. Theoretical calculation beyond semiempirical
theory was first done by Orlova et al.1 in 2003 using density
functional theory (DFT). Its generally accepted mechanism is
shown in Figure 1. The mechanism is now understood to the
extent that intelligent modifications to improve the performance
of luciferin, in industrial applications, based on this knowledge
are reported. For example, recently, Reddy et al. demonstrated
that an engineered modified luciferin molecule, a cyclic alkyla-
minoluciferin, exhibits more efficient light emission than the
native form.2 However, there are still three important concerns
about the firefly bioluminescence, actually themost difficult three
questions for understanding the firefly bioluminescence which
need to be answered in detail. First, how does the ground-state
(S0) firefly dioxetanone decompose to the excited-state (S1)
oxyluciferin (OxyLH2) molecules/anions? This has been theo-
retically investigated in gas phase,3-6 although the explanations
are not totally satisfactory. Second, how does the microenviron-
ment of the light emitter(s) affect the emission wavelength? In
protein (bioluminescence), the environmental effect mainly
comes from the hydrogen bonds linking to the OxyLH2, which
has been verified by experimental7-9 and theoretical10,11 inves-
tigations. In solution (chemiluminescence), the light emission of
excitedOxyLH2 is affected by the polarity and the pH value of the
solvent, which were extensively explored experimentally.12-18

The experiment17 suggests that the light emitter is the S1 state of
phenolate-keto-OxyLH- (named 1(OL-)* in ref 17). The

authors concluded that the wavelength of the light emission
from the S1 state of phenolate-keto-OxyLH

- is modulated by the
polarity of the active-site environment of luciferase and the
degree of covalent character of the O 3 3 3H bond between
phenolate oxygen of phenolate-keto-OxyLH- and a protonated
basic moiety in the active site. The current investigation will focus
on the third question. What is/are the firefly light emitter(s) in
vivo? Six possible chemical forms of OxyLH2 are listed in
Figure 2. For consistency, we take the same names employed
in ref 12. From 1971 to 2002, the general thought on light emitters
of firefly was that both keto and enol/enolate forms of OxyLH2

are responsible for the light emission.7,13,15,19-21 However, from
2002 to 2009, the phenolate-keto-OxyLH- was considered as
the only light emitter,10,11,17,22-24 except for the mechanism of
triple chemical equilibrium supposed by Ugarova.25 Based on a
series of fluorescence spectra and NMR data, Naumov et al.12 in
2009 concluded that the enol form of OxyLH2 can play a role in
the emission, and the concentration ratio of the different
chemical forms in solutions of OxyLH2 was determined by
several factors which affect the intricate triple chemical equilib-
rium, most notably the pH, solvent polarity, hydrogen bonding,
presence of additional ions, and π-π stacking. Moreover, in
their very recent publication,26 Naumov et al. investigated the
spectral-structural effects of the keto-enol-enolate and phe-
nol-phenolate equilibria of OxyLH2 and concluded that the

Received: January 19, 2011
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phenol-enolate form of OxyLH2 (see enolate-OxyLH- in
Figure 2) is a yellow-emitting species. However, these in vitro
experiments deal with the chemiluminescence of OxyLH2, not
the bioluminescence. So, which is/are the light emitters of firefly
bioluminescence? Where does/do the emitter(s) come from in
vivo? Is it/are they the direct product(s) of the firefly dioxeta-
none decomposition or a tautomerization product from another
excited state of OxyLH2? To answer these questions, Min et al.27

did the following theoretical investigation: They selected
Arg220, His247, AMP, Water324, Phe249, Gly343, and Ser349
in the X-ray structure of luciferase (2D1R)28 to simulate the
luciferase environment. The respective and cooperative effects of
those residues and water molecule on the electronic absorption
and emission spectra of OxyLH2 were investigated by DFT using
the B3LYP, B3PW91, and PBE1KCIS functionals. Min et al.
concluded that phenolate-keto-OxyLH- not the enol forms
produced yellow-green luminescence under the composite ef-
fects of the simulated environment. However, this investigation is
far from systematic. Milne et al. performed a more systematic
study based on the ground-state optimization of the six isomers
of oxyluciferin using fragment molecular orbital-1:restricted
Hartree-Fock time-dependent DFT (FMO-1:RHF-TDDFT),
including the side chains of residues closer than 7.5 Å to
oxyluciferin.29 From the absorption spectra, they concluded that

phenolate-keto-OxyLH- was likely both the yellow-green and
red light-emitting species. It is still impossible for experiments
to detect which is/are the direct excited-state product(s) of the
firefly dioxetanone decomposition and which is/are the actual
light emitter(s) of firefly bioluminescence in nature. We will here
give a clear answer to these questions by reliable theoretical
investigation. The report is supplemented by Supporting Infor-
mation providing additional information and details.

’COMPUTATIONAL METHODS

The complete active space SCF (CASSCF)30 method was
used to optimize the S0 and S1 geometries of six OxyLH2

molecules/anions (see Figure 2). Their vertical excitation en-
ergies (Tv), transition energies (Te) of emission (S1 f S0) and
oscillator strengths (f) were calculated using the multistate
complete active space second-order perturbation (MS-CASPT2)
method.31 These calculations were performed in both the gas
phase and dimethyl sulfoxide (DMSO) solution. The selected
active space ‘18 electrons in 15 orbitals’ (18-in-15) of all kinds of
conformers are listed in Figure S1, Supporting Information. The
double-ζANO-RCC32 basis sets (ANO-RCC-VDZP) were used
for all the calculations. All these calculations were performed
using the MOLCAS 6.4 quantum chemistry software.33 The
three candidates, phenolate-enol-OxyLH-, phenolate-keto-OxyLH-,

Figure 2. Molecular structures and atomic labels of all possible excited-state OxyLH2 chemical forms.

Figure 1. The generally accepted mechanism of firefly bioluminescence.
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and OxyL2-, were investigated in protein by MS-CASPT2/MM
study. According to the experimental conclusion,28 the open-
form luciferase with AMP and OxyLH2 (PDB code: 2D1R.pdb)
and the closed-form luciferase with 50-O-[N-(dehydroluciferyl-)-
sulfamoyl]adenosine (DLSA) (PDB code: 2D1S.pdb) were used
as the initial guesses for the S0 and S1 states of the three
candidates, respectively, and denoted as model-open and -closed,
respectively. For phenolate-keto-OxyLH-, the DLSA was re-
placed by phenolate-keto-OxyLH- þ AMP (see Figure 3) in
model-closed. The quantum mechanical (QM) and molecular
mechanical (MM) calculations were performed on the basis of a
modification ofMOLCAS33 and TINKER34,35 programs, respec-
tively. For more computational details, please see the Supporting
Information.

’RESULTS AND DISCUSSION

Structural Variations and Emission Spectra of the Six
Possible Emitters. The CASSCF-optimized main geometrical
parameters of the S0 and S1 states of the chemical forms of
OxyLH2 in vacuum are listed in Table S1, Supporting Informa-
tion. The predominant variations in geometries from ground to
excited state are the -NdC-CdN- unit for keto-OxyLH2,
enol-OxyLH2, enolate-OxyLH

-, and OxyL2-. Upon excitation
to the S1 state, N30-C20 and C2-N3 bonds stretch while the
C20-C2 bond shortens. For phenolate-keto-OxyLH

-, O100-C60,
O110-C4, N3-C2, and C20-C2 bond distances in the S1 state are
longer than in the S0 state, but N30-C20 is shorter. For phenolate-
enol-OxyLH-, O100-C60, O110-C4, and N30-C20 bond lengths
are longer and C2-N3, C20-C2 bonds shorter in the S1 state
compared to the S0 state. The MS-CASPT2 calculated Te and f
values of the S1 states of the six chemical forms of OxyLH2 in
vacuum, DMSO, and protein are listed in Table 1. Their MS-
CASPT2 calculated energies, Tv, Te, and other detailed informa-
tion are listed in Table 2 and Tables S2, S3, and S4, Supporting
Information, respectively.
Exclusion of the Neutral Forms from the Possible Light

Emitters. We first discriminate candidates due to the computed
emission energies and oscillator strengths. We note that the
neutral forms should be excluded from the possible light emitters
for the following reasons. First, their MS-CASPT2 calculated Te

values in vacuum and DMSO are much outside the visible light

(1.78-3.10 eV), as shown in Table 1. Actually, we previously
calculated the Te value of keto-OxyLH2 in the wild-type protein
by QM/MM method.10 The predicted Te value, 3.11 eV (f ≈
0.1), is not within the visible light spectrum. Second, the f value of
keto-OxyLH2 is substantially lower than that of the phenolate-
keto-OxyLH- in vacuum, DMSO, or protein. Finally, in the
intramolecular charge-transfer induced luminescence (ICTIL)
mechanism of bioluminescence, the excited light emitter is
formed by a charge transfer from an anionic remote π orbital
to the σ* of the O-O bond of the dioxetanone.3-5 The negative
charge on oxygen 100 is essential for effective excited-state charge
transfer and lowers the emission energy. This has been demon-
strated both theoretically3-5 and experimentally.26 All together,
clear facts in line with the experimental observations12,17 imply
that the neutral forms of OxyLH2 are not the light-emitting
species.
Exclusion of Enolate-OxyLH- from the Possible Light

Emitters. Although the Te of enolate-OxyLH
- in DMSO is in

the range of visible light, the f value of enolate-OxyLH- is
substantially lower than those of the phenolate-keto-OxyLH-

and phenolate-enol-OxyLH- (see Table 1). Moreover, accord-
ing to Tables S3 and S4 and Figure S1, Supporting Information,
the S1 state of enolate-OxyLH

- is formed by a charge transfer
from the thiazole ring to the benzothiazole ring, whereas the S1
states of phenolate-keto-OxyLH- and phenolate-enol-OxyLH-

were formed in a contrary way. From the viewpoint of the origin
of the excited OxyLH2, the bioluminescence mechanism requires
a negative charge on oxygen 100.3-5,26 So all the structures whose
phenol group are protonated are excluded as light emitters of
firefly bioluminescence; that is, in addition to the two species

Figure 3. Structures of: (a) phenolate-keto-OxyLH-, (b) AMP, and
(c) DLSA.

Table 1. TheMS-CASPT2 Calculated Transition Energies Te

(in eV) and f Values of the S1 State of the Chemical Forms of
Oxyluciferin

Te (f)

in vacuum in DMSO in protein

keto-OxyLH2 3.53 (0.32) 3.50 (0.31) -
enol-OxyLH2 3.52 (0.43) 3.37 (0.45) -
enolate-OxyLH- 1.76 (0.27) 2.18 (0.19) -
phenolate-keto-OxyLH- 2.10 (0.71) 2.31 (0.58) 2.15 (0.62)

phenolate-enol-OxyLH- 2.25 (0.62) 2.57 (0.45) 2.18 (0.59)

OxyL2- 2.04 (0.34) 2.20 (0.52) 2.18 (0.19)

Table 2. The MS-CASPT2 Calculated Relative Energies of
the Chemical Forms of OxyLH2 (in kcal/mol) from the
Reference -1440.65317045 au

in vacuum in DMSO in protein

S0 S1 S0 S1 S0 S1

keto-OxyLH2 0.00 80.16 -12.54 69.42 - -
enol-OxyLH2 0.39 83.96 -15.23 64.83 - -
enolate-OxyLH- 345.45 387.32 285.69 337.39 - -
phenolate-keto-

OxyLH-

327.00 376.83 279.13 333.36 -498.57 -504.48

phenolate-enol-

OxyLH-

341.43 393.46 284.83 344.26 -499.96 -507.83

OxyL2- 741.32 791.10 585.14 640.12 -148.51 -154.72
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eliminated already by arguments presented in the previous
section, we also exclude the enolate-OxyLH- structure.
Three Phenolate Forms of Possible Light Emitters in

Protein. Based on the above analysis and the calculated Te

and f values in vacuum and DMSO (see Table 1), the S1 states of
phenolate-keto-OxyLH-, phenolate-enol-OxyLH-, and
OxyL2- are possible light emitters of firefly. To simulate the
actual firefly bioluminescence in nature, we further calculated the
Te and f values of the S1 states of phenolate-keto-OxyLH-,
phenolate-enol-OxyLH-, and OxyL2- in protein (employing
the 2D1S and 2D1R pdb X-ray structures in ref 28) by the QM/
MM method. The calculated results are listed in Table 1. Their
Te values in protein showed that the S1 states of phenolate-keto-
OxyLH-, phenolate-enol-OxyLH-, and OxyL2- can emit yel-
low-green light, which is the natural emission light of firefly. This
is in line with the experimental conclusion drawn in 2005 by
Ugarova et al.25 This paper concluded that the observed biolu-
minescence spectrum could be explained as a superposition of
these three forms of electronically excited OxyLH2 (see Figure 1
of ref 25 notice the different nominations). However, the studies
up until now are not conclusive with respect to which is/are the
most important light emitter(s) involved in the firefly biolumi-
nescence. To be more precise, the previous analysis on this
subject1,11,12,17,23,24,27 was based on the assumption that the
excited-state OxyLH2 forms studied were the direct products of
the firefly dioxetanone decomposition, and conclusions were
drawn on the basis of the emitted light in relation to the three
candidate emitters.However, the direct and dominant product(s) of
the dioxetanone decomposition in vivo is/are still not deter-
mined. The previous literatures3-6 tacitly assumed that the direct
product of the decomposition of the firefly dioxetanone anion is
the phenolate-keto-OxyLH- S1 state in vacuum. Several studies
suggest the same state as the primary product of the chemiexcita-
tion process from the anionic dioxetanone intermediate in
vacuum.18,36-38 We will below discuss arguments which support
the presence of a single decomposition product.
Direct Product of Decomposition of Firefly Dioxetanone

Anion In Vivo. The X-ray coordinates of the light emitter
OxyLH2 after emission, i.e., in the ground state along with
AMP inside the protein were detected experimentally (see the
ligand in 2D1R PDB file of ref 28). To analyze and assign the
chemical nature of this reaction product, we optimized the S0
states of our candidate emitters, phenolate-keto-OxyLH-, phe-
nolate-enol-OxyLH-, and OxyL2-, in a protein model based on
the 2D1R X-ray structure. The detailed geometrical parameters
are listed in Table S4, Supporting Information. Although the low
resolution of the X-ray experimental data, the X-ray detected
bonds C4-C5 (1.50 Å) and O110-C4 (1.23 Å) are only
compatible with a keto species. The three QM/MM optimized
structures, whose principal geometrical parameters are listed in
Table S5, Supporting Information, confirm the keto nature of the
ligand in the X-ray structure. Furthermore, the QM/MM calculated
phenolate-enol-OxyLH- structure agrees with the experiment
crystal structure of enol-OxyLH2 of ref 12. This leads to the
conclusion that the product of the deexcitation of the light emitter
is the phenolate-keto-OxyLH- S0 state, implying the nature of the
light emitter to be the phenolate-keto-OxyLH- S1 state.
However, is the phenolate-keto-OxyLH- S1 state the direct

product of the decomposition of firefly dioxetanone or not? The
phenolate-keto-OxyLH- S1 state could come from the tauto-
merism of the phenolate-enol-OxyLH- S1 state, if the phenolate-
enol-OxyLH- S1 state is the direct decomposition product.

Alternatively, the phenolate-keto-OxyLH- S1 state could be
derived from an initial OxyL2- S1 state. A theoretical study on
the decomposition process of the firefly dioxetanone in protein
can answer these questions. Unfortunately, the reaction is
complicated, contains characteristics like charge transfer, nearly
degenerated excited states, and probably proton transfer to/from
the solvent in protein. Theoretical research cannot presently give
a reliable description for this decomposition inside the protein,
even in gas phase. Indeed, for the calculation of the firefly
dioxetanone decomposition, a big active space beyond regular
CASSCF calculation is needed.39 However, we can give a reliable
analysis with respect to the stabilities of the possible products
of this decomposition, i.e., the stabilities of the phenolate-
keto-OxyLH-, phenolate-enol-OxyLH- and OxyL2- S1 states.
To investigate this we calculated the energies of these species in
vacuum and DMSO by the MS-CASPT2/CASSCF method and
in protein by the QM(MS-CASPT2/CASSCF)/MM method.
The calculated energies are listed in Table 2. Here we find that
the phenolate-keto-OxyLH- S1 state is 16.63 and 10.91 kcal/mol
more stable than the phenolate-enol-OxyLH- S1 state in vacuum
and DMSO, respectively. However, in protein, the phenolate-
enol-OxyLH- S1 state is 3.35 kcal/mol more stable than
phenolate-keto-OxyLH- S1 state. We observed the same inver-
sion for the S0 state. We checked the optimized structures in
protein and found that the phenolate-enol-OxyLH- in the S0 and
S1 states form H-bonds with the nearby phosphate anion, while
phenolate-keto-OxyLH- does not (see Figure S2, Supporting
Information). This is in accordance with the observation of
Naumov et al.12 They obtained a crystal structure of isolated
enol-OxyLH2 which assembled as head-to-tail H-bonded dimers.
Furthermore, the enol form that was in this study theoretically
verified to be stabilized in the dimer as a result of an hydrogen
bonding.We can also explain the change of relative stability of the
species inside the protein compared to the in gas calculation by
the below presented small model calculations. We optimized the
geometries (see Figure S3, Supporting Information) and calcu-
lated the energies of the phenolate-keto-OxyLH- and phenolate-
enol-OxyLH- S1 states in vacuum, with one H2O and H2PO4

-

molecule nearby O110 by the TDCAM-B3LYPmethod. As Table
S6, Supporting Information, showed, the energy difference
between the phenolate-keto-OxyLH- and phenolate-enol-
OxyLH- S1 states decreased to almost zero by the H-bonding
network created by the presence of H2PO4

-. The surrounding
residues and AMP presence in the enzyme cavity leads to a
stabilization of the phenolate-enol-OxyLH- S1 state as com-
pared to the phenolate-keto-OxyLH-. Regardless of that the
tautomerization of enol to keto forms would have to overcome
the activation barrier, the thermal stability of the enol form over
the keto form, in both the excited and ground state, suggests that
this reaction path is closed to the formation of a phenolate-keto-
OxyLH- species, as observed in the X-ray experiment. Hence, a
hypothesis of the phenolate-enol-OxyLH- S1 state being the
direct product of the dioxetanone decomposition has to be
rejected. In the hypothesis of OxyL2- being the direct product
of the dioxetanone decomposition, one should note that the
OxyL2- S1 state would not directly react to the phenolate-keto-
OxyLH- S1 state but rather first form the phenolate-enol-
OxyLH- S1 state by a proton transfer from the solvent
(proton transfer with the solvent is less than 10 ns, the lifetime
of excited state is 1 ns). Furthermore, the f value of OxyL2- S1
state is much smaller than the f values of the phenolate-keto-
OxyLH- and phenolate-enol-OxyLH- S1 states. This is another
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argument which disqualifies the dianion as the light emitter, as
firefly has large bioluminescence efficiency. Thus the suggestion
that the direct products are a phenolate-enol-OxyLH- or
OxyL2- S1 state has to be excluded. Hence, we conclude that
the direct product of firefly dioxetanone decomposition in vivo is
the phenolate-keto-OxyLH- S1 state. The Te value of the
phenolate-keto-OxyLH- S1 state in protein is predicted by the
QM/MM calculation to be 2.15 eV (see Table 1), which exactly
corresponds to the firefly naturally produced yellow-green light,
and the multicolor bioluminescence phenomenon is mainly
tuned by the polarization of the microenvironment, which has
been discussed theoretically and experimentally.10,12,17,40-42

’CONCLUSION

This is the first systematic theoretical investigation on all the
possible light emitters of firefly using a multireference method.
Six chemical forms of oxyluciferin (OxyLH2) molecules/anions
were studied by the MS-CASPT2 method in vacuum and
DMSO. Based on the Te, f values, and ICTIL mechanism of
bioluminescence, enol-OxyLH2, keto-OxyLH2 and enolate-
OxyLH- were excluded as possible light emitters. The three
remaining candidates, phenolate-keto-OxyLH-, phenolate-enol-
OxyLH- andOxyL2-, were further investigated in protein by the
MS-CASPT2/MM calculations to explain the natural biolumi-
nescence of firefly. They are all possible light emitters of firefly if
just based on the MS-CASPT2/MM calculated Te values of 2.15,
2.18, and 2.18 eV, respectively. By comparison of the MS-
CASPT2/MM calculated geometries and stabilities of pheno-
late-enol-OxyLH-, phenolate-keto-OxyLH-, and OxyL2- with
the experimental observed crystal data and the detailed analysis
on the possibility of the tautomerization reactions among them in
protein, we concluded that the direct decomposition product of
firefly dioxetanone and the only light emitter of firefly biolumi-
nescence is the phenolate-keto-OxyLH- S1 state. The MS-
CASPT2/MM results are proved to be the reference on which
all the other calculations related to bioluminescence should be
compared with.

’ASSOCIATED CONTENT

bS Supporting Information. Selected active CASSCF orbi-
tals of six OxyLH2 molecules/anions, H-bonding network by the
CASSCF/MM optimization, and TD CAM-B3LYP optimized
structures were presented in Figures S1, S2 and S3, respectively.
The CASSCF optimized geometries and Tv, Te and charge
densities, the CASSCF/MM optimized geometries in protein,
and the TD-DFT calculated energy differences between the S1
states of phenolate-enol-OxyLH- and phenolate-keto-OxyLH-

were summarized in Tables S1-S6. This material is available free
of charge via the Internet at http://pubs.acs.org.
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ERRATUM
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Stability of Hydrocarbons of the Polyhedrane Family
Containing Bridged CH Groups: A Case of Failure of the
Colle-Salvetti Correlation Density Functionals. [Journal of
Chemical Theory and Computation, 2010, 6, 3442]. Grigory A. Shamov*
Georg Schreckenbach and Peter H. M. Budzelaar

With this Erratum, we would like to correct our paper
published in the November 2010 issue of the Journal of
Chemical Theory and Computation.1 In the paper, we have
used MP2 and one of its spin-scaled variants (first invented by
Grimme2), as benchmark values for determining the perfor-
mance of a variety of density functionals. In our paper,1 in the
method labeled as “SOS-MP2”, we have (inadvertently) used
an opposite-spin correlation energy scaling factor of 2.0
instead of the value of 1.3 recommended by Head-Gordon
and co-workers.3 We apologize to the readers of the Journal of
Chemical Theory and Computation for any inconvenience this
error might have caused. The results in our paper (we label
them as “2SOS-MP2” here to distinguish from the original
one) thus had some overestimation of the correlation energy
for all the compounds, acetylene to 1-8. Unfortunately, the
method was used as a base method to present and compare
MP2 and DFT results against. To avoid the confusion result-
ing from the fact that our benchmarking method was not what
it was called in the paper, we would like to provide the results
relative to a correct spin-scaling scheme. Among several
proposed2-6 scaling schemes for MP2, the scheme by King,6

with the same-spin scaling of 0.5 and the opposite-spin scaling
of 1.28, correspondingly, was chosen, since it was shown to
yield the best agreement with accurate CCSD(T) results for
ethylene dimer potential energy surfaces. We label the scheme
SCS-MP2(King) below.
We provide the corrected versions of Tables 2-4, substituting

the wrong 2SOS-MP2 values with the SCSMP2(King) ones. The
results incorrectly called “SOS-MP2“ in our paper, now labeled
2SOS-MP2, are retained/provided for comparison. We also
present the corrected Figure 2, with MAD’s for the density
functionals plotted against the SCS-MP2(King) values, instead
of the 2SOS-MP2. The following corrections to the discussion of
results have to be made.
In all the occurrences throughout the article, SCS-MP2(King)

should be read instead SOS-MP2 (Page 3447, right column, last
paragraph should read “We have also computed canonical MP2
as spin-scaled MP2, SCS-MP2(King) “ ; page 3452, left column,
paragraph 4, should be “closer to SCS-MP2(King) values”; same
page, second paragraph, “the largest difference from SCS-MP2-
(King) isomerization energies”; page 3453, right column, second
and fourth paragraphs, etc.).
The statement on the page 3448, first paragraph, “SOS-MP2

energy differences are closer to CCSD(T) than the SCS-MP2” is
incorrect and should be dropped.
On the page 3450, second last paragraph: The RHF method

for the binding energies of 1a-4a from the acetylene has now
MAD of 6.44, which is not “under 5 kcal/mol”; the functionals
enumerated next however still perform worse than RHF
(Table 2).

On page 3451, right column, the first paragraph: “HFB and
HFG, which have MADs of about 24 kcal/mol” instead of “22
kcal/mol”.
On page 2452, left column, second paragraph, MAD for the

RHF methods should be 22.03, for OLYP 15.24 kcal/mol,
correspondingly.

Table 2. Binding Enthalpies Per Acetylene Monomer ΔEb
a

of Polyhedranes 1a-4a (kcal/mol)b

method 1a 2a 3a 4a MAD

SCS-MP2(King) -46.0 -50.1 -54.6 -53.0

2SOS-MP2 1.7 1.5 1.6 1.5 1.6

MP2 -2.7 -2.6 -2.6 -2.6 2.6

B2PLYP(0) 3.9 4.1 4.2 4.5 4.2

B2PLYP(2) 2.8 2.9 3.0 3.1 3.0

HFB 29.5 30.8 31.9 32.4 31.1

HFO 21.6 23.6 25.3 26.0 24.1

HFG 29.6 31.0 32.3 32.9 31.4

M06-L -2.5 -1.2 -0.5 -0.5 1.2

M06-2X -2.1 -1.5 -1.3 -1.4 1.6

KT3 -8.6 -8.7 -8.3 -8.2 8.4

B86LYP 12.1 12.4 12.9 13.0 12.6

BLYPc 10.9 11.3 11.8 11.9 11.5

BLYP-Dc 7.0 6.2 6.3 6.0 6.4

BPBEc 0.7 1.5 2.2 2.4 1.7

BPBE-Dc -2.6 -3.0 -2.6 -2.8 2.8

OLYPc 3.7 5.1 6.2 6.5 5.4

OLYP-Dc -0.2 -0.1 0.6 0.5 0.3

PBEc -3.8 -3.4 -2.9 -2.9 3.2

PBE-Dc -6.2 -6.6 -6.4 -6.6 6.5

BW 23.2 24.2 25.1 25.5 24.5

RHF 6.1 6.4 6.5 6.9 6.4

BLYP-LCd -8.1 -7.2 -8.5 -8.5 8.1

GLYP-LCd -9.0 -7.8 -9.4 -9.4 8.9

BOP-LCd -5.8 -5.8 -5.7 -5.5 5.7

BOPd 13.4 14.1 14.8 15.1 14.3

B97d -0.4 -1.5 -0.3 -0.1 0.6

B97-Dd 4.8 0.5 4.6 4.3 3.6

O2PLYP(2) -0.7 -0.2 0.2 0.4 0.4

O2PLYP(0) 0.2 0.8 1.2 1.6 1.0

GLYP 11.3 11.8 12.5 12.8 12.1

oBLYP 8.2 8.4 8.9 9.0 8.6

oBLYP-D 4.6 4.7 4.8 4.6 4.7

BPW92 19.1 19.9 20.7 21.0 20.2

OPBE -8.6 -7.2 -6.0 -5.5 6.8

PBEsol -12.8 -12.8 -12.5 -12.5 12.7

B2PLYP-D 0.4 0.5 0.4 0.3 0.4

B3LYP-Cpotd -9.0 -9.3 -10.5 -10.4 9.8

B3LYP 4.9 5.1 5.4 5.5 5.2

RGE2 -3.8 -3.5 -3.0 -2.9 3.3

O3LYP -8.0 -7.6 -7.2 -7.0 7.5

TCA 11.3 12.8 13.8 14.0 13.0
aΔΕb = (E(C2H2)m - mE(C2H2))/m.

bThe SCS-MP2(King) are
actual values (in italics); for the other methods, and differences with
respect to SCS-MP2(King) values are shown. c Priroda L22 energies on
optimized geometries a DFT/L11 level. dGAMESS-US cc-CVTZ
energies on Priroda MP2/L2 geometries.
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On page 3452, left column, fourth paragraph, we stated “The
OPTX-based double hybrid, in contrast to B2PLYP, performs
very well also. Among the pure, uncorrected GGAs, the KT3
functional is the best”. This should be modified as follows.
The KT3 functional yields a reasonably good performance for

both sets, but RGE2 and PBEsol have very close MADs to it. The
former functional, KT3, is slightly more accurate for the polyhe-
drane set while the two latter are slightly more accurate for the
cyclophanes; overall performance is thus similar. As to comparison
of theO2PLYPwith B2PLYP and especially B2PLYP-D, the former
double hybrid has shown better agreement with SCS-MP2(King)
for the polyhedranes, the latter two, especially B2PLYP-D, have now
much smaller MADs for the cyclophanes (under 3 kcal/mol for the
B2PLYP-D, about 10 kcal/mol for O2PLYP).

Table 3. Relative Energies of Hydrogenated Species of 1a,
5a-c, and 7 with Respect to Tricyclododecatetraene 1b and
Its Hydrogenated Derivatives 6 and 8, Correspondingly
(kcal/mol)a

method 5a f 6 5b f 6 5c f 6 7 f 8 MAD

SCS-MP2(King) 35.8 11.2 -5.33 47.23

2SOS-MP2 3.54 3.23 3.31 2.57 3.36

MP2 -0.78 -1.29 -0.11 -0.55 0.82

B2PLYP(0) -14.66 -9.94 -13.59 -11.55 13

B2PLYP(2) -11.57 -7.95 -9.87 -9.08 10.22

HFB -47.47 -36.24 -39.18 -38.17 42.87

HFO -28.48 -19.02 -21.34 -25.53 24.52

HFG -43.99 -33.56 -36.3 -35.41 39.68

M06-L -6.14 2.29 0.65 -10.2 4.24

M06-2X -5.3 1.47 -0.94 -8.19 3.52

KT3 0.59 3.58 2.4 -0.34 2.04

B86LYP -31.27 -22.5 -25.22 -25.19 27.74

BLYPc -28.19 -39.17 -3.72 -23.09 25.12

BLYP-Dc -26.24 -36.98 -1.88 -21.28 23.24

BPBEc -9.44 -21.48 12.98 -9.95 12.25

BPBE-Dc -7.9 -19.73 14.55 -8.56 11.39

OLYPc -10.18 -21.96 12.68 -11.24 12.71

OLYP-Dc -8.38 -19.92 14.34 -9.58 11.66

PBEc -7.06 -19.57 14.79 -7.84 10.84

PBE-Dc -6.04 -18.41 15.91 -6.94 10.29

BW -40.61 -30.23 -33.27 -32.65 36.4

RHF -13.29 -10.12 -14.66 -9.76 12.37

BLYP-LCb 0.94 3.8 1.82 -1.24 2.5

GLYP-LCb 2.14 4.68 2.72 -0.25 3.17

BOP-LCb 1.31 4.53 2.52 -1.44 3.12

BOPb -28.21 -19.83 -22.16 -23.06 24.73

B97b -10.42 -6.85 -8.87 -8.34 8.92

B97-Db -21.97 -12.68 -15.31 -19.32 18.45

O2PLYP(2) -2.57 0.31 -1.28 -3.18 1.59

O2PLYP(0) -5.27 -1.24 -4.5 -5.43 3.84

GLYP -24.67 -17.48 -19.79 -19.85 21.74

oBLYP -25.12 -17.64 -20.02 -20.24 22.11

oBLYP-D -28.08 -17.35 -19.07 -23.56 21.8

BPW92 -36.2 -26.35 -29.53 -29.1 32.25

OPBE 12.04 15.09 14.47 5.4 13.43

PBEsol 4.97 7.95 7.21 1.72 6.21

B2PLYP-D -13.14 -7.41 -9.14 -10.8 9.7

B3LYP-Cpotb 0.12 0.27 -1.48 0.6 0.72

B3LYP -18.59 -12.4 -15.29 -15.11 16.21

RGE2 -6.69 -1.41 -2.85 -7.31 4.53

O3LYP 1.66 5.39 3.59 -0.79 3.44

TCA -24.15 -13.86 -16.27 -22.48 20.02
aThe SCS-MP2(King) are actual values (in italics), while for other
methods differences with respect to it are shown. b Priroda L22 energies
on optimized geometries a DFT/L11 level. cGAMESS-US cc-CVTZ
energies on Priroda MP2/L2 geometries.

Table 4. Calculated Relative Energies of Isomers of Com-
pounds 1-4 (kcal/mol)a

method

1a f

1e

1a f

1d

1b f

1a

1b f

1c

2b f

2a

2b f

2c

3b f

3a

3b f

3c

4b f

4a

4b f

4c

SCS-

MP2(King)

-41.5 26.0 -37.1 5.1 -55.4 -48.4 -84.0 -40.8 -69.9 -33.0

2SOS-MP2 6.7 -1.4 1.9 0.3 -0.6 4.0 -1.4 -0.5 -0.3 -2.7

MP2 -0.6 4.2 -4.5 -0.1 -4.3 -6.9 -5.1 -9.0 -5.3 -12.0

B2PLYP(0) -25.4 -15.3 15.1 -1.9 21.8 8.1 27.6 27.7 21.5 39.5

B2PLYP(2) -20.6 -12.6 12.3 -2.2 16.6 1.1 21.0 11.8 15.4 14.9

HFB -70.8 -53.3 51.3 -15.0 68.0 -1.7 87.1 30.4 73.0 42.4

HFO -43.2 -28.2 28.0 -11.4 40.6 5.0 56.6 35.5 42.0 50.6

HFG -66.7 -49.2 47.6 -14.1 63.1 0.2 81.5 31.9 67.0 42.8

M06-L -10.8 -1.9 1.4 -2.8 11.3 -3.7 22.8 5.5 16.3 2.5

M06-2X -4.0 -1.7 1.4 -1.4 10.0 3.7 14.2 11.1 11.9 16.9

KT3 -2.7 3.3 -1.4 2.6 -6.0 5.8 -5.5 13.3 -14.9 13.3

B86LYP -47.7 -34.5 33.4 -8.1 43.3 -1.2 55.0 19.8 43.4 25.9

BLYPb -42.7 -31.4 30.0 -8.8 39.3 -0.1 49.7 18.3 38.7 24.0

BLYP-Db -35.0 -29.8 27.2 -5.0 28.1 -6.0 35.8 -0.1 30.1 0.9

BPBEb -14.9 -7.4 8.3 -4.3 13.0 5.1 19.7 17.3 9.5 20.1

BPBE-Db -8.2 -6.2 6.0 -0.7 3.1 -0.3 7.3 1.0 1.8 -0.1

OLYPb -17.0 -7.5 8.3 -7.0 15.3 6.3 24.1 24.1 13.2 34.1

OLYP-Db -9.4 -6.1 5.8 -2.3 3.7 0.5 9.6 5.5 4.0 11.0

PBEb -11.2 -4.9 6.0 -2.2 9.3 4.4 14.2 13.4 5.3 14.4

PBE-Db -6.4 -4.2 4.4 -0.2 2.1 0.3 5.3 1.5 -0.2 0.1

BW -61.8 -45.2 43.4 -12.5 57.5 -1.1 73.4 27.6 59.3 36.9

RHF -21.1 -14.0 13.8 -0.6 21.6 17.3 27.8 42.7 24.9 64.2

BLYP-LCc 5.2 4.7 -3.4 2.7 8.1 12.7 -2.3 18.1 -5.0 22.7

GLYP-LCc 6.8 6.1 -4.7 3.1 8.4 13.0 -4.6 18.0 -7.2 22.5

BOP-LCc 5.7 5.8 -4.5 1.8 -2.5 13.8 -2.1 21.5 -6.2 27.0

BOPc -43.4 -30.4 29.6 -8.3 39.3 1.4 50.8 23.4 37.8 28.9

B97c -17.5 -10.1 10.6 -1.8 2.9 6.0 14.5 19.9 5.0 24.9

B97-Dc -28.4 -23.0 21.1 -5.4 -9.1 -6.5 29.5 0.5 23.8 3.8

O2PLYP(2) -7.5 -0.6 1.3 -0.4 3.6 4.8 6.7 14.8 0.7 19.3

O2PLYP(0) -11.5 -2.8 3.5 -0.1 8.0 11.2 12.2 29.5 5.5 42.3

GLYP -39.9 -26.9 26.7 -6.0 34.4 2.1 44.7 21.3 32.8 24.4

oBLYP -39.4 -27.5 27.1 -5.7 34.8 0.4 44.3 17.7 33.5 20.8

oBLYP-D -28.1 -20.9 19.6 -5.7 26.0 -5.8 31.6 3.5 25.3 7.7

BPW92 -56.4 -40.1 38.3 -10.9 51.0 -0.9 65.0 25.8 50.9 33.7

OPBE 14.7 20.1 -16.8 2.7 -18.0 12.9 -15.2 22.6 -25.6 26.1

PBEsol 5.8 9.2 -6.6 3.9 -8.1 7.0 -6.9 8.8 -13.6 4.7

B2PLYP-D -12.9 -8.0 7.0 -1.5 11.3 -2.4 14.3 2.6 11.4 4.6

B3LYP-

Cpotc
-0.1 1.1 -5.1 1.4 -3.5 0.0 -15.6 -1.6 -16.9 -5.5

B3LYP -31.0 -19.7 19.5 -3.6 26.3 3.2 33.5 20.5 24.6 26.3

RGE2 -11.2 -4.4 5.6 -0.7 8.1 4.4 13.0 13.8 3.9 13.8

O3LYP -1.5 5.7 -3.9 2.1 -2.6 8.0 0.1 17.2 -7.8 19.9

TCA -35.7 -23.3 22.9 -8.0 36.0 1.5 49.0 23.4 37.2 31.4
a See Scheme 2 in the original paper for a description of the isomers. The
SCS-MP2(King) values are the actual isomerization energies (in italics);
for the other methods, differences from the SCS-MP2(King) values are
shown. bGAMESS-US cc-CVTZ energies on Priroda MP2/L2 geome-
tries. cPriroda L22 energies on optimized geometries a DFT/L11 level.
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On page 3454, first paragraph, should read “among the pure
GGA functionals, KT3 and RGE2 functionals have shown good
performance on both sets of molecules.”
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Figure 2. Mean absolute differences (MAD) for cyclophane and poly-
hedrane isomerization, relative to SCS-MP2(King) computed values,
kcal/mol.



807 dx.doi.org/10.1021/ct200019g | J. Chem. Theory Comput. 2011, 7, 807–807

ERRATUM

pubs.acs.org/JCTC

On the Structure and Geometry of Biomolecular Binding
Motifs (Hydrogen-Bonding, Stacking, X-H 3 3 3π): WFT and
DFT Calculations [Journal of Chemical Theory and Computation
2010, 6, 66–80. DOI: 10.1021/ct900376r]. Kevin E. Riley,*
Michal Pito�n�ak, Ji�r Cern�y, and Pavel Hobza*

It is stated in the article that, “[T]he incorrect long-range
behavior of the M06-2X functional is due to the fact that the
dispersion energy was covered by reparameterization of the
exchange functional and not by the correlation one.” This
statement is incorrect; this functional describes dispersion-like
interactions using the correlation (and not the exchange) term.
The proper explanation for the poor behavior of this functional at
long-range (in the nonoverlap region) lies in the functional’s
inherently local nature.
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